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Extreme-ultraviolet radiation transport in small scale length laser-

produced tin plasmas 
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 Mark S. Tillack, Chair 

 

 The majority of the studies on laser-produced plasmas as an efficient extreme 

ultraviolet (EUV) light source have focused on relatively large plasmas produced at large 

laser facilities.  However, to develop a commercially viable light source for EUV 

lithography, much smaller lasers and hence much smaller plasmas must be employed.  

Smaller plasmas behave quite differently than large plasmas in that the temperature and 

density are less uniform, and lateral expansion is more important.  These differences 

affect the energy transport and, in particular, the radiation transport.  This work studies 

the EUV radiation transport in small scale length tin plasmas, focusing on the effects of 

target geometry and laser pulse duration. 

 Both planar and spherical tin targets were irradiated with an Nd:YAG laser 

operating at 1.064 µm.  Conversion efficiency of laser light to 13.5 nm radiation (in-

band), EUV emission spectrum, two-dimensional in-band emission profile, and the 

plasma electron density were measured experimentally.  These measurements provide 



 

xx 

insight into where the laser is absorbed, where the in-band emission is produced, and how 

the radiation is transmitted.  The plasma evolution in these experiments were simulated 

with a two-dimensional radiation hydrodynamic code, while the radiation transport and 

atomic kinetics where modeled with a collisional radiative code.  Additional experiments 

were conducted using planar targets where the pulse duration was varied from 0.5 ns to 

16 ns to understand the effects of laser pulse duration. 

 It was found that the optimum plasma temperature for efficient generation and 

transmission of in-band emission is 20 eV.  This is lower than the previously reported 

optimum temperature of 30 eV.  The use of a 1.064 µm heating laser results in 

overheating of the plasma in a region that is much too dense to transmit the in-band 

emission.  This overheating is necessary for the plasma to reach the optimum temperature 

in the region where the density is low enough to transmit the in-band emission.  

 

 



1 

1. Introduction 

1.1. Background on EUV lithography 

 In 1965, Intel co-founder Gordon E. Moore first described the trend for computer 

hardware, stating that “The complexity for minimum component costs has increased at a 

rate of roughly a factor of two per year…” [1].  Since then the trend has continued and 

has become known as Moore’s law.  For the last four decades electronic components 

have doubled storage capacity, clock speed, etc. every year, see Figure 1.1.  The 

technique that has allowed Moore’s law to continue for so long is photolithography.  

Currently the limiting factor for how small a feature can be made on a component is the 

diffraction limit.  Although quantum effects will soon play a large role as the feature sizes 

approach the atomic scale.  The diffraction limited resolution for a projection lithography 

lens is given by [2] 

, (1.1) 

where k1 is an empirical constant, and λ and NA are the wavelength and numerical 

aperture of the exposure tool.  The current state of the art lithography systems employ 

ArF excimer lasers emitting 193 nm light.  This is the shortest wavelength laser with the 

power and cost requirements suitable for high volume manufacturing (HVM) lithography 

systems.  These lasers can produce feature sizes below 65 nm when combined with liquid 

submerging techniques that push the NA over 1.2 [3].  However, it is believed that the  
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Figure 1.1: Moore's Law for the number of transistors on an integrated circuit.  
Permission is granted to copy, distribute and/or modify this figure under the terms of the 
GNU Free Documentation License. 
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limit has been reached using these techniques and in order for Moore’s law to continue in 

the near future, a new light source must be developed that is capable of meeting the HVM 

criteria.  The new light source must have a high average power at a wavelength of around 

10 nm.  The large decrease in wavelength is necessary due to the fact that liquid 

submersion can not be used below 193 nm due to absorption.  It must also be capable of 

near continuous operation for several years to produce the number of components 

required.  In addition the operating cost must be low enough to make the next generation 

of micro chips affordable.  

 The current leading candidate for the next generation photolithography source is a 

plasma radiating extreme-ultraviolet (EUV) light.  Extreme-ultraviolet lithography 

(EUVL) will enable manufactures to make feature sizes below 50 nm  [4, 5].  The 

wavelength of choice is 13.5 nm, because of the availability of highly reflective 

multilayer Mo/Si mirrors [6].  The three main sources for EUV emission are synchrotron 

radiation, pulsed discharge produced plasma (DPP), and laser-produced plasma (LPP) 

[7].  A synchrotron source, costing over ten times as much as the expected cost of an 

EUVL system, would be much too expensive for a HVM tool, so there are really only 

two choices. Both DPP and LPP are promising sources, and significant effort has been 

applied to develop both.  This work will focus on LPP sources. 

 Once the heating source has been determined, here the source is a LPP, the 

emitter must be selected.  There are three popular choices for the emitter of an EUVL 

source: Xe, Li, and Sn [8-10].  Sn emitters produce much more light since the emission 

comes from a range of charge states, Sn+8 to Sn+13 [6].  The higher emission makes Sn the 

emitter of choice for this research.  The conversion efficiency (CE), laser energy to EUV, 
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is a key issue because of the high power demands of HVM.  An EUVL source needs to 

produce 300 W of in-band, 13.5 nm with 2% bandwidth, power at intermediate focus to 

properly expose the photo resist [5].  For any LPP system to be economically viable for 

HVM, the CE needs to be at least 3% [11].   
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1.2. Background on laser-produced plasmas 

 Laser-produced plasmas have been studied for many years now and have been 

important for the study of inertial confinement fusion [12, 13], soft X-ray sources [14-

16], X-ray lasers [17, 18], measuring the opacities and equations of state for high-density 

matter [19-22], particle accelerators [23], and laboratory astrophysics [24].  High-power 

pulsed lasers can be focused to produce very high intensities.  When these lasers are 

focused onto a dense target, an environment with extreme conditions is produced.  In the 

context of this work a LPP is created when a laser if focused to high intensity (1011 – 1017 

W/cm2) with wavelength from ten microns down to a quarter micron on to a solid density 

target.  The high radiation intensity ionizes atoms at the surface because the electric field 

in the laser is comparable to that of the fields that keep the electrons in their orbits.  The 

laser is then absorbed by two methods, collisions between the electrons and ions (inverse 

Bremsstrahlung absorption, IBA) and damping of plasma waves (resonance absorption). 

Once the laser energy begins to absorb a LPP can be thought of as consisting of three 

regions.  The first region, referred to as the coronal region, is where the laser absorption 

occurs.  Here the density is at or below the critical density, nc: 

, (1.2) 

 

where me is the electron mass, ω is the laser frequency, e is the charge for an electron, 

and λ µ is the laser wavelength in microns.  The absorbed laser energy is transported into 

the second region by a nonlinear heat wave towards higher densities, where the 
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temperature drops rapidly.  The boundary between the first and second region is referred 

to as the ablation front.  The third region is where a compression wave produces a density 

jump where the density is above that of the solid target material.  Typical parameters for 

a LPP can be seen in Figure 1.2.  Here it is clear that LPP contains very steep gradients in 

temperature and density, as well as any parameters that may depend on the temperature 

and density. 

 In this work most of the laser absorption takes place via IBA, which for a 

Maxwellian distribution is given by,  

, 
(1.3) 

 

where, 

, (1.4) 

is the dielectric constant of the plasma, ln Λ is the Coulomb logarithm,  is the average 

ionization level of the plasma, ne is the electron number density,  and ωpe is the electron-

ion collision frequency [25].  In the IBA process the electric field of the light gives the 

electrons in the plasma energy via quiver motion.  The quiver motion is then transferred 

via collisions into random thermal motions of the electrons.   
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A characteristic intensity for IBA can be defined as,  

. 
(1.5) 

 

Here lµ and λ µ are the plasma scale length and the laser wavelength in microns, and f is 

the flux limit [26].  The plasma scale length is given by, 

, (1.6) 

where, 

, 
(1.7) 

is the plasma sound speed with Mi, and τlaser being the ion mass, and laser pulse duration 

[27].  When the laser intensity I << I*, absorption can be approximated as 100%. 

 In this work I is between 1010 and 1012 W/cm2,  is around 1 to 14, λ µ is about 1 

µm, and lµ is around 200 µm.  The flux limit does not apply here since classical electron 

conduction is still valid in for these conditions, but a typical range for f would be 0.01 to 

1.  With these parameters I* ~ 1015, hence 100% of the laser energy is absorbed via IBA. 

 The plasma scale length is a result of ionization of atoms and hydrodynamic 

motion of the plasma.  These two processes can be described by the equation of state 

(EOS).  From reference [28] using the ideal-gas approximation the pressure, p, and 

energy, E, are described by, 

 (1.8) 
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Hence the electrons, ions, and radiation can be treated separately.  In a plasma where the 

density is not too high and the temperature is below ~ 10 eV the ion thermal pressure is 

dominant.  For plasmas that are optically thick and the temperature is above 1 keV the 

radiation becomes important.  The range between these two, where the coronal plasma 

lies, can be treated as an ideal gas.  The partially ionized ideal-plasma EOS is given by, 

, (1.9) 

where ρ is the mass density,  is the sum of the first ionization potentials. 

 Nearly all of the equations so far have a dependence on the charge state of the 

plasma, .  There are several methods of calculating  including: Thomas-Fermi theory 

[29], Quantum spherical-cell model [30, 31], Saha equation [32, 33], Atomic rate 

equations [34], and Screened-hydrogenic model [35, 36].  For this work the screened-

hydrogenic model was employed.  This model calculates the average populations of 

bound electronic states, Pn, with screening formulas for the energy levels.  The energy 

and charge states for the each principle quantum number, n, are given by, 

 (1.10) 

where a0 is the Bohr radius, and  are screening coefficients.  In the case when the 

plasma is in local thermodynamic equilibrium (LTE) the populations can be calculated 

by, 
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 (1.11) 

where µc is the chemical potential.  For Non-LTE plasma the populations are determined 

by rate equations. 

 While the EOS is a good starting point for calculating plasma parameters, 

radiation transport must also be taken into account in order for the calculations to be 

accurate.  Radiation is one of the dominant means of energy transport in a plasma, and 

can have a huge impact on the excited states of the atoms.  The radiation transfer 

equation can be written as, 

 (1.12) 

The radiation transfer equation gives the radiation intensity Iυ at a frequency υ as the light 

beam passes through a medium.  On the right hand side is the emission term with the 

spontaneous emission coefficient jυ, and the absorption term with the absorption 

coefficient κυ.  Ω is the direction of the beam, and h is Planck’s constant.  One important 

feature of Equation (1.12) is that Iυ, jυ, and κυ are all dependent on the frequency of the 

light.  It is this frequency dependence that makes radiation transport calculations difficult 

for high Z materials.  There are several methods of dealing with this problem such as 

using gray opacities [37-39], or treating the many lines of similar wavelength together as 

a group [40, 41].  This topic will be discussed in more detail in the sections describing the 

computational portion of this work, sections 3.1 and 3.2. 

 It should be noted that most of the methods described here for calculating the 

various plasma parameters are approximations.  The refinement of these methods and 
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others is an on going project carried out by hundreds if not thousands of scientist around 

the world, the details of which are beyond the scope of this work.  The material presented 

in this section is meant to provide an overall picture of the important interplay of plasma 

parameters. 
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1.3. Review of LPP EUV lithography sources  

 In recent years LPP base EUV sources have been studied extensively [8-11, 19, 

42-53].  All of the important laser parameters have been explored to some degree.  For Sn 

based sources, the in-band emission comes from the 4p64dN – 4p54dN+1 + 4p64dN-14f (9 ≥ 

N ≥ 1) transitions, the unresolved transition array (UTA), produced in Sn5+ to Sn13+ [54], 

with Sn9+, Sn10+, Sn11+ contributing a majority of the in-band emission. 

 Spitzer et al. conducted a very broad study where target material, pulse duration, 

laser wavelength, intensity, and spot size were all studied [42].  The results of those 

experiments showed that a Sn based source would have a CE of less than 1%.  

Additionally they found that the laser pulse duration, from 7.5 to 30 ns, and wavelength, 

from 1.064 to 0.532 µm,  had little or no effect on the CE, and that laser energy and spot 

size would not affect the plasma parameters when lateral expansion is minimal. 

 More recent studies have found that the CE can be increased by carefully 

selecting the proper laser parameters.  For example there have been several studies that 

have shown the dependence of CE on laser intensity [49, 55, 56].  The laser intensity 

determines the temperature range of the plasma.  A plasma temperature of around 30 eV, 

making the average charge state 10+, is optimum for the production of 13.5 nm emission 

from Sn [49, 57].  It has been shown, see [49], that with a laser intensity around 5x1010 

W/cm2 the CE can be higher than 2%. 
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 There are also studies that reveal the importance of the laser pulse duration [49, 

57].  The CE is highly dependent on the pulse duration, as shown in Figure 1.4, because 

the optical depth of the in-band emitting region changes when the pulse duration is 

changed.  For long pulse lasers, since the plasma is optically thick to the in-band 

emission, much of the emission is absorbed before it can escape the surrounding lower 

temperature plasma because the plasma scale length is too long.  For short laser pulses 

the limiting factor is the scale length of the laser absorption region.  To obtain maximum 

CE the laser should be absorbed in the region where the in-band emission is produced.  If 

this region is too small because the pulse is not long enough for the region to grow, then 

the emitting volume will be small, yielding little light [49]. 

   The laser wavelength also plays an important role, and currently 10 µm 

wavelength, CO2 lasers are producing much higher CE than 1.064 µm Nd:YAG lasers 

[58, 59].  This effect is again caused by the opacity of the plasma.  The longer 

wavelength laser allows heating in the lower density plasma where the absorption of the 

in-band light is lower.  Because of this many research groups have shifted focus away 

from Nd:YAG systems in favor of CO2 lasers. 

 Along with the experimental work in this area, an equally extensive numerical 

modeling effort has been carried out, with the aim of gaining further understanding of the 

physics involved as well as to more easily explore the plethora of parameters that affect 

the EUV emission [45, 46, 56, 60-72].  There are essentially two main components of the 

modeling.  The first component, radiation hydrodynamic (RH) simulations, calculates the 

evolution of the plasma properties as the laser energy is absorbed.  This information can 

be used to understand issues of energy transport, laser absorption, and hydrodynamic 
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motion, or it can be used along with the second component, atomic physics and radiation 

transport, to provide a complete picture of how the light is produced and what happens to 

it as it propagates through the plasma.  The RH codes typically use a gray opacity model 

for the radiation transport, which provides reasonable results in regards to the plasma 

properties [46, 66-68].  This means that no line radiation, i.e. in-band transitions, will not 

be included in any radiation transport. 

 The atomic physics and radiation transport is typically treated separately.  The 

reason for this is the complexity of the problem makes it difficult for one code to 

adequately handle the entire problem [72].  In a problem involving Sn6+ to Sn13+, the 

charge states responsible for the in-band emission, there are tens of thousands of 

transitions that must be accounted for [70].  These transitions, referred to as an 

unresolved transition array (UTA), are from near-degenerate energy levels that can be 

treated statistically [72].  Once the important transitions have been accounted for 

properly, the atomic data is imported into a collisional-radiative (CR) model along with 

the plasma parameters from a RH code.  The CR code uses the provided data and plasma 

parameters to calculate the detailed radiative and ionization phenomenon. 

1.4. Dissertation objectives and organization 

 The research mentioned in the proceeding chapters begin to explore the physics 

behind producing efficient in-band EUV from laser produced.  However, more work is 

needed to gain a better understanding of how the plasma heating process affects the 

radiation transport and opacity in the EUV spectral range.  It was not until the need for a 
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EUVL source came about that these mid-Z, small scale length, several tens of eV plasmas 

were of interest to the scientific community.  Therefore many of the mechanisms of 

radiation transport in this regime has not been explored thoroughly. The efficiency of 

EUV production can be improved by tailoring the temperature and electron density 

evolution of the plasma.  This tailoring to the plasma conditions not only involves 

creating optimum conditions for EUV production, but also requires minimizing the 

absorption of the sought after light from the surrounding plasma expansion.  The figure 

of merit in this work is the in-band CE. 

 Here two methods of controlling the plasma dynamics are explored.  First, the 

affects of the target surface geometry are investigated by irradiating planar and spherical 

targets under identical laser conditions.  It is well known that the plasma expansion 

occurs normal to the target surface. The plasma expansion affects every aspect of the 

plasma evolution from the plasma scale length to the opacity.  Understanding the effects 

of the plasma expansion on the plasma is of key importance for efficient EUV 

production. 

 The second method for controlling the plasma evolution in this work is variation 

of the laser pulse duration.  For the laser intensities and pulse durations in this work the 

dominant absorption mechanism is inverse-Bremsstrahlung.  As the pulse duration 

increases, the location of the absorption moves away from the target surface and the 

amount of heated material increases.  This provides an opportunity to control what region 

of the plasma is heated, and thus how much light is produced and then reabsorbed. 

 This dissertation is organized into six chapters.  In chapter 1 the motivation and 

background for this work are given.   The details and theory behind the experimental 
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arrangements and procedures can be found in chapter 2.   An overview of the numerical 

models used for 2-D radiation hydrodynamic simulations (h2d) and atomic kinetics and 

radiation transport (Cretin) is provided in chapter 3.  Chapter 4 contains the work that 

explores the effects of target geometry on the plasma evolution and CE.  In chapter 5 the 

laser pulse duration results are presented.  The final chapter, chapter 6, contains general 

conclusions drawn from the work and suggestions for future work.  
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2. Experimental description 

2.1. Experimental layout 

 The basic experimental layout is illustrated in Figure 2.1.  A pump laser is 

focused onto a tin target at the center of a vacuum chamber.  The pump laser is either the 

EKSPLA SL355 or the Continuum Surelite II-10.  The beam is focused using a f = 40 cm 

or f = 30 cm plano-convex antireflection lens.   

 A second laser is used as a probe beam, which passes through the plasma, 

perpendicular to the pump laser.  Timing between the pump and probe laser is controlled 

by a Stanford DG535 pulse delay generator with less than 0.5 ns jitter.  The probe laser is 

typically the EKSPLA SL355 frequency doubled to 532 nm with the pulse duration set to 

130 ps.  This beam is used for interferometry, described in section 2.2. 

 The targets are positioned remotely to the center of the chamber using a three-axis 

translation stage.  The chamber is evacuated using a cryogenic pump, and the chamber 

pressure is 10-5 for the duration of the experiment.  A soft x-ray transmission grating 

spectrometer (TGS) and absolutely calibrated in-band energy monitor (E-Mon) are both 

aligned to the target surface at 45° with respect to normal.  The details of each diagnostic 

will be contained in the sections pertaining to each tool. 
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Figure 2.1: Experimental layout (not all stirring mirrors are shown)  
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2.2. Laser characterization 

 There are two solid state Nd:YAG laser power sources used in this work.  One is 

the Continuum Surelite II-10 with maximum beam energy around 650 mJ at 1.064 µm.  

The temporal pulse is Gaussian with a full width at half maximum (FWHM) of about 7 ns 

Figure 2.2.  The laser is operated at 1 Hz, by external triggering, continuously through 

out the experiment.  The spatial profile is also Gaussian and can be seen in Figure 2.3.  

The second laser source for this work is the Ekspla SL355.  The maximum beam energy 

for this laser is 500 mJ at 1.064 µm.  The temporal pulse shape is Gaussian and the 

FWHM can be varied from 130, see Figure 2.4, to 550 ps, via SBS compression by 

rotating a lens wheel.  The spatial profile is Gaussian and can be seen in Figure 2.5.  Each 

laser is can be frequency doubled to 532 nm for use as a plasma probe. 

 Laser energy is measured using a thermal volume absorbing head (Ophir Model 

HE-150), by picking a single pulse from the pulse train.  Several measurements are 

recorded in this way so that the energy and its shot-to-shot stability are fairly well known.  

Q-switch and flashlamp voltages and timing are fixed throughout the experiments to 

prevent changes in the laser pointing, divergence, and timing.  The laser energy on target 

is controlled by an attenuator comprised of a half-waveplate and a cube polarizing beam 

splitter.  The laser temporal pulse is monitored with a fast photodiode (Electro-Optics 

Technology ET-2000, 200 ps rise time) coupled to a 500 MHz oscilloscope. 

 The pulse duration of each laser can be extended up to a factor of two by using an 

optical delay path as shown in Figure 2.1.  The beam passes through a ½ waveplate 

before entering a polarizing cube beam splitter.  The s-polarized light is directed to the 

target surface immediately, while the p-polarized light is sent through an optical delay 
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line.  A telescope composed of a lens pair is placed along the delay path so that the beam 

divergence can be corrected.  The telescope allows the two beams to be focused to the 

same spot size at the target surface.  Focal spot imaging is used to ensure both beams 

focus to the same size, intensity, and location. 

 

Table 2.1:  Nd:YAG laser source parameters 

Laser Max Energy (mJ) Shortest pulse duration 

FWHM (ns) 

Extended pulse duration range 

FWHM (ns) 

Surelite 650 8 8 – 15 

SL355 500 0.130 0.13 - 1 
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Figure 2.3: Typical near field spatial profile of the Surelite II-10 
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Figure 2.4: Factory measurement of SG355 minimum temporal pulse shape. 
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Figure 2.5: Near field spatial profile of the SL355 
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2.3. Plasma diagnostics 

 In this section the plasma diagnostics will be explained in detail.  All diagnostics 

involving EUV measurements must be completely contained in vacuum conditions, since 

even small amounts of gas will absorb a significant portion of the light.  Additionally all 

optics used for EUV measurements must be reflective, again because of absorption, 

adding a level of complexity to the diagnostics. 

2.3.1. Electron Density Measurements 

 Optical interferometry yields a direct measurement of the electron density profile 

in regions well below the critical density (nc).   This technique records the phase shift 

induced in the probe beam as it passes from vacuum through the high density plasma.  

The information is recorded in an image, an interferogram, which can be processed into a 

2-D density profile.  The plasma density is related to the phase shift by, 

 (2.1) 

where, 

 (2.2) 

 

is the refractive index of the plasma [27].   

 When probing a LPP it is important to take into consideration the refraction of the 

probe beam, due to the density gradient, as it passes through the plasma.  A ray that 

begins parallel to the target surface will bend toward regions of low plasma density.  This 



28 

 

introduces two effects on the interferogram.  First the maximum density that can be 

measured is limited due to the limited collection angle of the imaging lens.  The other 

effect determines the spatial resolution that can be obtained.  Using the paraxial ray 

equation the angle of refraction can be calculated as, 

 (2.3) 

where  is the size of the plasma, and  is the plasma scale length, and the plasma 

density profile is given by [73], 

. (2.4) 

The error due to refraction can be approximated as [27], 

. (2.5) 

Using reasonable values for the plasmas in this study, =600 µm, and keeping the total 

error below 20 µm, the error due to refraction should be > 15 µm.  With these values the 

maximum accessible electron density is 3.2x1019 cm-3 for a 532 nm probe beam assuming 

=200 µm. 

 All interferometry in this work utilized a polarization scheme known as a 

Nomarski interferometer shown in Figure 2.6.  The 532 nm laser energy from the 

EKSPLA laser, described earlier, is controlled with the combination of a λ/2 wave plate 

and a linear polarizer.  Part of the beam then passes through the plasma, while the 

remaining beam continues unchanged.  The probe beam is then imaged with an F/20 lens 
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on to a CCD camera.  The CCD camera has a 6.7 µm by 6.7 µm pixel size in a 1280 by 

1024 array with 16 bit dynamic range.  A Wollaston prism and a linear polarizer are 

located between the lens and camera.  The Wollaston prism splits the beam into two 

orthogonally polarized beams.  The beams have a separation angle φw of 10 mrad, 

creating interference fringes.  The fringe spacing is determined by, 

 (2.6) 

where D is the separation between the Wollaston prism and the CCD camera, and b is the 

distance from the focus of the lens to the Wollaston prism [27].  The magnification of the 

system is given by, 

 
(2.7) 

where  is the focal length of the lens.  A reasonable experimental arrangement for this 

work would be: b = 200 to 400 mm, b + D = 900 mm, and  = 100 mm.  This makes M 

= 10, and  = 7.5 – 15 µm in the target plane. 

 The phase shift is extracted from two images, a reference image taken before the 

laser pulse, and an image taken when the plasma is present (Figure 2.7).  The images are 

then processed using a Fast Fourier Transform method into a two-dimensional phase shift 

map as described in [74].  The phase shift is converted to ne by solving Equation (2.1).  

The equation is simplified by approximating the plasma as having a uniform density over 

some length, L, and then droping rapidly to zero as seen in Figure 2.8.  The length, L, is 

taken to be the FWHM of the cross-section at each distance from the target surface, z.  

Additionally, there is a axis of symmetry that divides the length, L, in half.  
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Then Equation (2.1) becomes, 

. (2.8) 

 This method agrees well with the software package IDEA, which also uses a Fast 

Fourier Transform method as described by Hipp et al.[75], but the inversion of equation 

(2.1) is done numerically without the approximation in Equation (2.8).  Additionally, the 

maximum electron density calculated from the interferograms using Equation (2.8) is 

around is 3.2x1019 cm-3 as predicted from combining Equation (2.3) and Equation (2.5). 
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Figure 2.6: Optical layout of Nomarski polarization interferometer
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Figure 2.7: Reference image (Top), and interferogram (Bottom) produced with 
Nomarski interferometer. 
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2.3.2. Transmission grating spectrometer 

 The transmission grating spectrometer (TGS) provides time integrated soft X-ray 

spectra from 5 – 20 nm, with .  There are three main components of the TGS: 

the vacuum vessel and mount, the grating, and the CCD camera.  The vacuum vessel and 

mount allow for in situ alignment and adjustment without risk to the grating, Figure 2.9.  

The grating is a 100 nm thick silicon nitride foil with 10,000 lines/mm.  The detector is a 

PI-SX X-ray camera, sensitive to photons from <30 eV to ~ 10 keV.  The sensor is an 

array of 1340 by 1300, 20 µm pixels, and is a thermoelectrically cooled, back-illuminated 

CCD with no AR Coating. 

 The spectral resolution of the TGS is determined by three factors: the source size, 

CCD pixel size, and the number of illuminated grooves on the grating.  The resolution of 

the TGS is given by, 

 (2.9) 

where  and  are the resolution limits caused by the principle 

grating resolution, the image projection on to the CCD, and the divergence of the 

radiation from the source respectively.  These limits are given by, 

 (2.10) 
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 (2.11) 

and 

 (2.12) 

where 

 (2.13) 

Here s is the slit size, Lx-y is the distance from object x to object y, bsource is the size of the 

source, bgrating is the size of the image on the grating, and bpixel is the pixel size.  The 

angular diffraction for a grating is given by, 

 (2.14) 

where d is the period of the grating.  The displacement x on the CCD of the wavelength λ 

depends on the angular diffraction and the distance between the grating and the CCD 

according to, 

 
(2.15) 

for ϕ < 15°.  The approximation is valid since in this work ϕ = 7.76°, d = 100 nm and λ = 

13.5 nm.   For the experiments in this work reasonable values are: d = 100 nm, s = 25 

µm, Q = 100 µm, Lslit-groove = 160 mm, Lsource-slit = 250 mm, Lgrating-CCD = 310 mm, and 

bpixel = 20 µm, so that the TGS resolution is . 
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Figure 2.9: Vacuum vessel and mount for TGS (left) [76], and schematic of TGS 
(right) 
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2.3.3. In-band EUV energy monitor 

 The in-band EUV energy monitor (E-Mon) is an absolutely calibrated instrument 

composed of a filter, two multilayer mirrors, and a photo diode contained within a 

vacuum vessel, Figure 2.11.  Emissions from the plasma in the chamber center enter the 

E-Mon through a vacuum flange at 45° with respect to the laser axis.  The emitted 

spectrum will contain a wide range of photon energies including the visible photons.  

Light with wavelengths above 50 nm is filtered out by a 150 micron thick Si3N4/Zr filter.  

The filter aperture is 3.5 mm.  About 10% of the light with wavelengths below 50 nm is 

transmitted through the filter to a pair of near normal incidence, 10°, multilayer Mo/Si 

mirrors with a narrow band reflectivity centered at 13.5 nm, see Figure 2.12.   The second 

Mo/Si mirror reflects the in-band light to the photo diode.  The detector is connected to a 

500 MHz oscilloscope that integrates the diode signal, seen in Figure 2.10, yielding the 

detected photo charge, Qpulse.  Afterward the average background signal, of the order of 

100 pVs, is subtracted from the total charge, around 20 nVs. The response time of the 

photo diode is much longer than the in-band emission, so all measurements with the E-

mon are time integrated. 

 The in-band EUV energy per solid angle is given by, 

 (2.16) 

where fcalib is a calibration factor in A/W, and Ω is the collection solid angle.  The solid 

angle is calculated by, 
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 (2.17) 

where bEmon is the aperture size at the Zr filter, and dEmon is the distance from the plasma 

to the aperture. 
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Figure 2.12: Reflectance of multilayer Mo/Si mirrors (top), and transmittance of 
Si3N4/Zr filter (bottom) from [77]. 
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2.3.4. EUV Imaging 

 A schematic of the EUV imaging diagnostic setup can be seen in Figure 2.13.  

The imaging system shares the same camera, PI-SX X-ray camera, as the spectrometer. A 

½ inch, concave, multilayer Mo/Si mirror with a 100 mm focal length is positioned ~11.5 

cm from and perpendicular to the target surface.  The mirror is positioned so that the 

plasma is imaged onto the CCD camera.  An acrylic box lined with black material is 

placed over the mirror to reduce scattered light.  Two holes in the front of the box act as 

an entrance and exit aperture.  The entrance is covered by a Zr filter, which filters the 

visible light from the plasma.  The exit hole is covered with several pieces of lens paper 

which act as attenuation filters for the EUV light in order to prevent saturation of the 

CCD camera.  A black tube is placed between the camera port and the exit hole again to 

reduce scattered light. 

 The image magnification is calibrated using a 180 µm wire at the chamber center.  

The wire is back illuminated using a HeNe laser and imaged on the CCD through the 

EUV mirror.  The Zr filter must be removed during this process.  The wire can then be 

used as a reference to determine the proper scale of the plasma.  The wire also provides a 

means of focusing the system without producing a plasma.  The image resolution is 

around 5 µm, based on a 180 µm wire covering 42 pixels. 
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2.3.5.  Time resolved in-band EUV measurements 

 Time resolved in-band EUV measurements were made in much the same way as 

the E-Mon described in section 2.3.3.  A multilayer Mo/Si mirror is place at a 45° angle 

with respect to the pump laser at a near normal incidence as shown in Figure 2.14.  The 

reflected light is focused on to a photo diode with a rise time of 0.4 ns.  Mounted in front 

of the photo diode is a filter used to eliminate light above 50 nm.  The diode was 

connected to the same 500 MHz oscilloscope as the diode monitoring the laser pulse 

duration, so that the temporal evolution of the in-band EUV could be measured 

simultaneously with the laser pulse. 
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Figure 2.14: Schematic of the in-band EUV temporal diagnostic. 
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2.4. Target description and engagement 

2.4.1. Target description 

 All targets used in this work are made of 99.9% pure or purer Sn.  As discussed in 

earlier chapters Sn is the material of choice for radiating 13.5 nm.  Using pure Sn is 

important as any contaminants could increase the absorption of the in-band radiation, 

lower the heating efficiency of the Sn, or lead to the production of unwanted high energy 

ions.  The high energy ions are a concern for HVM since they could lead to damage of 

the collecting optic.  There are two primary target types studied in this work, planar and 

spherical.   

 The planar targets come in two forms.  The first is a solid, fully dense slab of tin 

which is several mm thick.  The slab is sliced into several long pieces several mm wide.  

If the slab is too wide, it is difficult to acquire a clean density profile.  Wide targets tend 

to shadow the image of the plasma since it is extremely difficult to place the target 

perfectly normal to the probe beam.  The surface is prepared with a metal file to remove 

any pits or scratches that might affect the plasma expansion.  Targets that have already 

been shot are reused after reconditioning the surface.   

 The other planar target consists of a glass microscope slide coated with at least 2 

µm of Sn.  The slides are sputter coated using a 99.999% Sn target.  The Sn thickness is 

measured using a stylus profiler.  Results comparing the different types of planar targets 

can be seen in chapter 4.  These targets are shot once per location as most of the Sn is 

removed from the surface after one shot. 
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 Spherical targets are produced in the same manner as the coated slide targets.  

Glass beads ranging in size from 150 to 350 µm, are sputter coated with pure Sn.  The 

spheres are contained in a small dish during the coating process so that they can be 

removed from the sputter chamber periodically and shaken.  The spheres undergo four 

rounds of coating and shaking to ensure uniform coating thickness.  The coating 

thickness is estimated based on the thickness of Sn on a slab target that remains in the 

sputter chamber for the entire process.  The thickness of Sn on the sphere should be more 

than half the thickness of the Sn on the slide, since the sputtering process coats more than 

half the sphere surface each round.  Targets of the proper size can then be selected during 

the mounting process.  Examples of the spherical targets can be seen in Figure 2.15. 
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Figure 2.15: 99.999% pure Sn coated glass beads used for spherical targets. 
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2.4.2. Target Engagement 

 One of the most important considerations in any laser experiment is proper beam 

alignment.  This is especially true when the target and the focal spot are of the same 

scale.  A misalignment, as little as a few tens of microns, makes the difference between a 

properly acquired data point and a wasted shot.  This section will reveal the details of 

beam alignment, target alignment, and target mounting.   

 First the laser beam must be focused to the proper size at the proper location in 

the chamber.  Since the plasma diagnostics are directed toward the center of the vacuum 

chamber, the laser must also focus to the center of the chamber.  The pump laser beam 

path is set on the optical table as seen in Figure 2.1, but without the lenses.  The beam is 

directed through the front window of the vacuum chamber, passes through the center, and 

exits the rear window.  Thin sewing thread is used to make a crosshair on the front and 

rear window.  The thread is wrapped around the equally spaced flange screws making the 

intersection the center of the window.  A CCD camera is placed after the rear window so 

that the shadows of the crosshairs are visible on a monitor.  Adjustments are made to the 

final steering mirror until the beam passes through the center of both windows.  This is 

achieved when the center of each crosshair is aligned in the center of the laser beam 

shown in  

Figure 2.16.  The same process is followed for the probe laser beam except now the beam 

is entering the left side window and exiting the right side window.  This process 

determines the center of the camber to at best a few hundred µm and at worst around a 

mm. 
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 Now that the lasers are passing roughly through the center of the chamber the 

position must be marked.  A 180 µm wire is mounted onto the three-axis translation stage 

inside the chamber.  The tip of the wire is positioned at the center of each beam indicated 

by the crosshairs.  The wire tip now serves as the chamber center location. 

 At this point the optic required for Nomarski interferometry can be installed.  This 

will serve a dual purpose as a plasma diagnostic and the first target monitor.  The 

imaging lens is installed first by ensuring that the beam continues to pass through the 

center of the crosshairs.  Then the other optics can be installed and the image of the wire 

tip is focused onto the CCD camera.  The wire position is double checked with the pump 

beam to ensure that it did not move while the lens was being installed.  The position of 

the wire tip can then be marked with a crosshair on the interferogram as shown in  

Figure 2.16.  Once the tip is marked on the monitor the Y and Z coordinates are 

established to better than 10 µm.  The X coordinate is still roughly marked to within 

about 200 µm, by the focus of the image. 
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Figure 2.16: Shadows of crosshairs for aligning the pump beam to the center of the 
chamber (top left), wire marking center of chamber (bottom left), adjusting the X axis 
alignment by maximizing the length of the shockwave (top right), demonstration of 
alignment by shooting a spherical target at atmospheric pressure (bottom right). 
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 Now the pump laser focusing lens, referred to as primary focusing lens from here 

forward, can be installed.  The primary focusing lens is mounted on a translation stage so 

that the focal spot size can be changed without dramatically affecting the alignment.  The 

laser energy is reduced to a minimum by adjusting the ½-waveplate, to a few mJ, and the 

primary focusing lens is aligned to the center of the front window.  It should be noted that 

any change to the laser operations such as timing of the Q-switch, operating voltages, or 

repetition rate will cause a change in beam pointing and divergence.  The alignment must 

be rechecked and the spot size re-measured if any of the laser operating conditions 

change.  When the alignment is just right the laser focuses onto the wire tip, and a 

shockwave can be seen on the interferogram.  The wire tip is raised so that the tip is 

above the Z axis on the interferogram.  The fine adjustment on the primary focusing lens 

is then made so that the shockwave is symmetric about the Z axis as seen in Figure 2.16.  

The wire is translated along the X axis until the shockwave reaches its maximum length.  

This centers the laser beam on the wire to within a few tens of µm.  The wire tip is again 

placed at the focal position to mark the final chamber center location. 

 Before an X axis monitor can be implemented, the laser spot size must be 

measured and adjusted as needed.  Again the laser is kept at minimum energy by using a 

polarizing cube and ½-waveplate.  A 100 mm lens is mounted between the wire and the 

rear window on a translation stage.  The beam passes through the center of the lens and is 

imaged on a CCD camera as depicted in Figure 2.1.  The primary focusing lens is 

translated so that the beam is much larger than the wire at the chamber center.  The 

shadow of the wire is used to calibrate the magnification of the image.  Figure 2.17 shows 

a shadowgram of the 180 µm wire.  It is important that care is taken to get the wire into 
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best focus before the spot is measured.  This establishes a focal plane at a known 

location.  The wire is translated along the X axis until the beam can pass freely, and the 

lens is adjusted until the desired beam size is realized.  The beam size is measured as the 

1/e2 width, and can be seen in Figure 2.17.  Once the beam size is fixed, the wire is 

translated back to the center of the beam, again looking for the maximum shockwave 

length.  This time the X position is confirmed by the focal spot image showing the wire in 

the center of the beam. 

 With the wire in the correct location and the spot size known the X axis monitor 

can now be implemented.  A HeNe laser is mounted to point at the wire tip from the 

upper front port of the chamber to act as a backlighter as shown in Figure 2.18.  The 

HeNe is expanded using a 30 mm focal length lens and a mirror is positioned after the 

wire and below the pump laser axis to direct the beam to a CCD camera.  A 100 mm 

focal length lens is used to image the wire onto the CCD camera.  Again a crosshair is 

used on the monitor to mark the wire tip, establishing a precision marker for the X axis 

and a second marker for the Z axis.  This monitor also gives a rough Y axis alignment in 

the same way as the as the interferogram gives a rough X axis alignment. 

 Now that the position is fixed for the target location the E-Mon and TGS can be 

fine tuned.  A Sn slab target is mounted in the chamber and aligned to the proper 

location.  The diagnostics are fine tuned until the maximum signal is reached with each 

instrument.  Once this procedure is performed, the target location can move several tens 

of microns without significant change in signal strength.  However, it is best to always 

keep the target location fixed in the chamber. 
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Figure 2.17: 180 micron wire used for calculating the magnification for focal spot 
imaging (top left), focused laser spot (top right), schematic of the spherical target holder 
(bottom).
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Figure 2.18: Schematic of target monitoring system 
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 The final step in target engagement is to mount the targets in the chamber.  For 

planar targets, this is simple.  Double sticky tape is applied to the three axis stage in the 

chamber.  Then planar target is simple placed directly on the stage.  The target is then 

aligned to the crosshairs on the two target monitors. It is necessary, however, to translate 

the target along the X axis until the target is in sharp focus on the interferogram.  In other 

words, only one edge of the target can be utilized since it is difficult to make the target 

perfectly flat.  If the wrong edge is used the target will make a shadow on the 

interferogram which hides the plasma close to the surface. 

 Spherical targets require a bit more care in mounting than planar targets.  A target 

holder is fashioned out of five pieces of 180 µm wire about 1 cm long.  The pieces are 

taped side by side like fingers on a hand to form a wire array as seen in Figure 2.17.  The 

wires are bent out of the plane of the tape by about 45° for alignment purposes.  A dish 

containing many thousands of Sn coated spheres is places under a 10x microscope.  Glue 

is added to the wire array by poking the tips of the wires into a glue stick.  The spherical 

targets can then be hand selected one by one under the microscope by touching them with 

the end of the wires.  The wire array is then mounted in the chamber in the same way as 

the planar targets.  The spheres are aligned when centered on both crosshairs on the target 

monitors. 
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3. Numerical modeling 

Numerical modeling plays a key role in understanding the complex processes in the 

evolution of a laser-produced plasma.  There is not currently a single code publicly 

available that can accurately predict the hydrodynamic motion of the plasma while 

simultaneously solving for the radiation field including the relevant bound-bound 

transitions for a high-Z material.  Because of the complexity of the present problem the 

numerical modeling is carried out with two separate codes.  In this chapter a brief 

description of the codes implemented in this work will be covered along with a 

discussion of the limitations of these models. 

3.1. h2d 

  The first part of the numerical problem that must be solved is the hydrodynamic 

motion of the plasma and the determination of the plasma properties (i.e. temperature and 

density).  h2d is a two-dimensional version of the radiation hydrodynamic code Hyades 

[78].  It was developed with the purpose of providing experimentalist with an easy to use 

tool to model experiments where dense plasma is driven by an intense energy source.  It 

is formulated using simple yet accurate approximations to the relevant physics models.  

However, it can not provide any information about the UTA responsible for the in-band 

emission which is of key importance for this work.      
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3.1.1. Hydrodynamics 

 The hydrodynamic motion of the plasma is the paramount physics package in 

h2d.  All other packages such as thermal energy transport, ionization, and radiation 

transfer are coupled to the hydrodynamic package as a source term.  The ultimate goal is 

to describe the fluid motion at any instant in time, and how applied forces affect this 

motion.  The most precise method of these types of calculations would involve many 

equations relating the interactions between particles.  This would take extreme computing 

power not readily available at the current time.  Instead a fluid model is implemented 

with the primary concern being the macroscopic properties of the flow from a continuum 

point of view. 

 The coordinate system of choice here is Lagrangean.  In a Lagrangean system the 

computational mesh moves with the fluid element such that the mass of any given zone 

does not change with time.  This simplifies the computational process by eliminating the 

need to track the flow of mass into and out of a zone.  In other words in the Lagrangean 

system the convective term of the Eulerian system is transformed away so that the 

conservation of mass and momentum equations become, 

, (3.1) 

and 

. (3.2) 

Here , , P, and  are the fluid mass density, the fluid velocity, the fluid hydrostatic 

pressure, and a body force respectively.   
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 The Lagrangean coordinate system provides an advantage when the fluid 

experiences a shock, when the mass changes over several orders of magnitude, and when 

interfaces between fluids with different thermodynamic properties are present.  The 

disadvantage of a Lagrangean system is that when mass diffusion takes place at material 

interfaces or when the flow patterns are highly distorted, such as when turbulence is 

present, this system does not work well. 

 The electrons, ions, and photons are treated as separate fluids that interact to 

produce the hydrodynamic motion of the material.  The ions are coupled to the electrons 

by collisions where the electrons impart energy onto the ions.  The electrons and ions are 

considered a perfect gas with Maxwellian distributions.  The electron fluid gains and 

loses energy by interactions with the photons. 

 The problem time step is predominately controlled by the Courant condition.  The 

Courant condition limits the maximum time step so that any disturbance in a zone can not 

travel more than the width of the zone in a single time step.  If the time step were longer 

than that allowed by the Courant condition sound waves would travel slower than the 

sound speed. 

3.1.2. Laser absorption 

 Laser absorption in the under dense plasma is calculated via the classical inverse 

Bremsstrahlung absorption model.  The absorption coefficient is prescribed in h2d 

according to, 
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, (3.3) 

where ω0 is the laser frequency, and ε is the complex dielectric function.  The factor 

XLIBAM is a user defined constant and is set to the default value of 1 for this work.  

Once the laser reaches the critical density it is reflected back through the plasma and is 

again absorbed via inverse Bremsstrahlung.  The non-linear (intensity-dependent) 

Langdon effect is not accounted for in the model, and is not important since the laser 

intensity is well below the 1016 W/cm2 range where this effect begins to be important.   

 

3.1.3. Radiation transport 

 Radiation transport is one of the key mechanisms for energy transfer in hot dense 

plasmas.   Unfortunately, the treatment of radiative processes is a very complex problem 

involving the production, transport, and absorption of the photons.  In h2d the treatment 

of the radiation as a fluid of photons allows for a kinetic theory to be applied.  The 

assumption here is that the volume element is much larger than the wavelength of the 

photons, and that the photon density is high enough so that averages of their properties 

may be formed.  Here only processes that contribute significantly to the hydrodynamic 

motion will be addressed.  Bound-bound transitions would make the computation overly 

complicated and are not considered.  The most fundamental assumption here is that the 

plasma is near a state of thermodynamic equilibrium so that the radiation field does not 

significantly differ from a Planck distribution. 
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 The transport of radiation within the plasma is modeled via an equilibrium 

diffusion approximation.  The radiation field is discretized by frequency into a finite 

number of groups.  The photons within a group are treated the same so that average 

properties of the group are used for the interactions.  The opacities of the groups are 

derived from the Los Alamos National Laboratory T4 SESAME tables.  Additionally, the 

photon flux must be limited when the photon mean free path becomes large compared to 

the plasma scale length.  Otherwise the flux out of an optically thin zone may exceed the 

energy density times the speed of light.  

3.1.4. Atomic physics and ionization 

 The atomic physics package influences the hydrodynamic simulation in many 

ways in that the material pressures and energy are determined by the ionization of the 

plasma.  The temperature and density are the key factors that determine the ionization 

level, and these quantities can vary by several orders of magnitude within the problem.  

For this reason a sophisticated model must be developed.  When the density is high, 

collisional processes will dominate, and the atomic physics model should agree with 

Saha-Boltzmann equilibrium.  However, in the limit of very low density the package 

should correspond to the coronal model where radiative spontaneous emission is the 

dominant process. 

 In a typical plasma composed of a mid to high Z material there will be a mixture 

of ions with different levels of ionization.  To track the ionization level of every atom 

would be huge computational undertaking.  Instead an average-atom model is 

implemented where the atoms in a given fluid element are considered to have identical 
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charge states equal to the average of the states that would be present using an exact 

calculation.   The average-atom model implements a screened hydrogenic model to 

calculate the energy-levels.  The approximate shell populations are based on the rate of 

change in population of a state n and is given by, 

, (3.4) 

where An is the coefficient for the addition of electrons, Qn is the availability for electrons 

to be added to the state n, Bn is the coefficient for the removal of electrons, and Pn is the 

shell degeneracy.  The code also makes corrections to account for dense plasma effects. 

 In the work presented here the ionization model assumes local thermodynamic 

equilibrium (LTE).  LTE is achieved when the distribution of particles can be described 

by a single temperature and the radiation field can be expressed by that same 

temperature.  In addition the temperature and density gradients must be small compared 

to the mean-free-paths associated with the relevant physical processes, and the rate of 

change of the temperature and density must be small compared to the relaxation time. 

3.1.5. Electron thermal conduction 

 h2d implements a flux-limited Spitzer-Härm electron thermal conduction model.  

The classical Spitzer heat flux is given by, 

, (3.5) 

where  is the heat flux, and  is the thermal conductivity of the electron fluid and is 

given by, 
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, (3.6) 

where is the Coulomb logarithm [79].  Here the underlying assumption is that there 

are no steep temperature gradients.  As mentioned previously one of the characteristics of 

a LPP is steep gradients.  We must now define what is meant by steep temperature 

gradients.  First the electron temperature scale length is defined by, 

, (3.7) 

 

If this scale length is shorter than the electron mean free path, 

, (3.8) 

here σ is the collision cross section, then the thermal energy transport given by Equation 

(2.1) can exceed the free streaming flux.  A common method of accounting for this effect 

is to adopt a flux-limited model where the heat flux is now given by, 

 (3.9) 

where  is the flux limiter [79].  When calculating the thermal conduction h2d will 

apply the smaller of the two heat fluxes calculated from the Spitzer or the flux-limited 

model. 

 In this work the maximum electron temperature is around 60 eV, and it drops to 

about 30 eV in a distance of ~50 µm, so L = 50 µm.  The electron mean free path in such 



64 

 

a plasma is around 0.3 µm assuming that ne = 1x1019 cm-3.  From this it is clear that the 

classical description in Equation (2.1) is sufficient to calculate the thermal conductivity.   

 It should be noted, however, that all h2d simulations in this work used the default 

flux limiter of 0.4.  Test cases were performed where the flux limiter was varied over a 

range from 1 to 0.04 to verify that the classical heat flux was in fact the dominant means 

of thermal transport, and no differences were found amongst the cases.  There is a 

plethora of publications on the use of a flux-limited heat flux when the laser intensity is 

above 1014 W/cm2, but nothing exists for the intensity ranges implemented in this work 

[80-83]. 

3.1.6. Modeling deficiencies 

 The most significant deficiency in h2d for modeling mid to high-Z materials is the 

ionization and radiation transport packages.  As mentioned in the previous sections the 

ionization model is based on an LTE assumption, which in the coronal region of the 

plasma may not be true.  When the plasma density is sufficiently low radiative processes 

can begin to dominate collisional processes to a point that the radiation temperature and 

the particle temperature no longer agree.  In turn this can cause the populations to deviate 

from a Boltzmann distribution, which the model assumes.  Obviously this can lead to 

significant errors in the radiation and ionization calculations. 

 Additionally the lack of bound-bound transitions in the code can introduce 

significant errors in the radiation field.  The multi-group radiation transport in h2d only 

accounts for free-free and some free-bound transitions.  In this work, bound-bound 

transitions make up a significant portion of the radiated energy, yet in h2d are completely 
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unaccounted for.  Not only does this prevent the use of a single code to model the 

experiments, since the sought after radiative processes are missing, it also changes the 

energy balance within the plasma, affecting the hydrodynamic processes. 

3.2. Cretin 

 Cretin provides multi-dimensional non-local thermodynamic equilibrium (NLTE) 

radiation transfer and atomic kinetic simulations for laboratory plasmas [84].  The time 

evolution of the atomic populations and photon distributions are followed in a self-

consistent method.  Each plasma element is modeled according to the distribution of the 

electrons among the numerous atomic levels.  Level populations depend on interaction 

rates between electrons, ions, and photons.  Cretin contains no atomic data.  Instead the 

level structure and transition processes are specified in an external data file provided by 

the user.  The core of Cretin is atomic kinetics and radiation transfer.  However, 

opacities, emissivities, heating rates, heat capacities, conduction coefficients, and other 

physical quantities can be calculated based on the atomic kinetics. 

 It should be noted that nonlocal-thermodynamic-equilibrium (NLTE) codes such 

as Cretin are still under development, and that the results from each code can be very 

different.  In fact, since 1996 there have been regular NLTE code comparison workshops 

so that the authors of these codes can compare results from identical simulations, and 

discuss the appropriate treatment of the relevant physics.  In Figure 3.1 we can see that 

the average charge state of Sn ions calculated with various NLTE codes can differ by 2 to 

3 levels in the temperature range of interest.  This must be kept in mind when using these 

types of codes. 
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Figure 3.1: Mean ion charge calculated by various NLTE codes for Sn with ne = 1018 
cm-3.  Cretin results are indicated by red squares.  Adapted from [85]. 
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3.2.1.  Atomic kinetics 

 The atomic kinetics in Cretin starts with the calculation of the various rates 

involved.  The details of these rates and how they are calculated can be found in Mihalas 

[86].  The forward rates, i.e. excitation and ionization, are calculated based on the atomic 

model provided by the user, and the inverse rates are determined by the principle of 

detailed balance.  Electron collisional excitation and ionization rates, and those of ions 

when necessary, are based on fits to Maxwellian-averaged collision strengths.  

Photoionization rates are integrated over the photon spectrum with energy dependent 

cross-sections derived from the atomic data file. 

 Because many finite-density effects are absent when using the isolated atom 

atomic models, Cretin implements a low-density plasma model.  Electron degeneracy and 

polarization are approximately accounted for by continuum lowering.  Here the ionization 

potential is lowered by the Stewart-Pyatt formula [87].  Once the rates are calculated, the 

atomic populations can be obtained in a time dependent or steady-state mode, where the 

electron or ion density is assumed to be fixed. 

3.2.2. Radiation transfer 

 Cretin implements a three phase radiation transport routine.  Continuum radiation 

is treated separately from line radiation, and both are coupled to the atomic kinetics and 

other relevant physics packages.  Spectral calculations are the third phase, and provide a 

means of diagnosing the plasma via detailed spectral emissions.  The spectral calculations 

are not coupled to any physics packages inside of Cretin.   



68 

 

 Continuum radiation is composed of a broad, coarse frequency structure used to 

calculate photoionization integrals.  Line transfer is handled by implementing a narrow, 

highly resolved frequency structure over the range of the line shape.  Each line is treated 

individually and has its own structure.  However, overlapping lines can be treated 

simultaneously when needed.  Typically, Voigt functions are used to calculate the line 

absorption profiles, as the profile is both naturally broadened from the kinetics and Stark-

broadened. 

 When full line transfer is not needed, escape factors can be used.  Escape factors 

provide a convenient approximation for handling radiation transfer problems in hot, 

optically thick plasmas.   The method was first described by Holstein [88], and was 

applied to Lorentzian and Gaussian line profiles.  Escape factors provide reasonably 

accurate results for radiation transfer of strong line radiation in a much simpler and 

manageable form. 

3.3. Cretin using h2d input 

 The problems of interest in this work are inherently two-dimensional.  The 

geometry is cylindrical, with the axis of symmetry being along the laser beam.  Cretin’s 

hydrodynamic package is only capable of one-dimensional calculations, which limit it’s 

usefulness for this application.  Cretin can, however, use any 2-D geometry defined in the 

problem initialization and perform 3-D radiation transport calculations.  Therefore it is 

possible to use a series of outputs from h2d to define the plasma for Cretin. 

 There are several ways to define the plasma in Cretin.  First the temperature must 

be defined.  Here there is a choice to define the electron, ion, and/or the radiation 
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temperature.  For this work the electron temperature was defined and Cretin calculated 

the other temperatures based on the atomic model.  The second plasma parameter that 

must be defined, for Cretin to perform the sought after calculations, has to do with the 

distribution of material.  This parameter also has several options.  The user can input the 

average charge state, ion density, electron density, and/or mass density.  Here we chose to 

only input the electron density.  This allows Cretin to calculate the plasma properties 

more accurately based on the atomic model provided in the input file. 

 The h2d simulations provide the electron temperature and density at equally 

spaced intervals, typically every half ns.  These plasma property dumps are then post 

processed one by one into text files that contain the coordinates, temperature, and density 

of each node in the computational mesh.  The computational mesh is restructured from 

the original h2d mesh for use in Cretin.  In Figure 3.2 an original h2d Te profile is 

compared to the same profile processed for use in Cretin.  The zone reduction is 

necessary because a large number of zones are required to accurately model the laser 

ablation process in h2d.  Reducing the zones did not significantly affect the radiation 

transport calculations performed by Cretin.  Each text file produced from the h2d dumps 

is for a single moment in time.  The files are input into Cretin one at a time, providing 

snapshots of the emission for each moment during the problem.  These snapshots can 

then be assembled to provide time-integrated information.  This method is only valid 

when the atomic transitions have a lifetime much shorter than the evolutional time scale 

of the plasma.  This is the case here since the average lifetime is around 1 ps for the 

transitions of interest [89]. 
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 The final piece of the computational puzzle is the atomic data used by Cretin.  As 

described in chapter 1, the emission of interest here comes from the 4p64dN – 4p54dN+1 + 

4p64dN-14f (9 ≥ N ≥ 1) transitions, the unresolved transition array (UTA), produced in 

Sn5+ to Sn14+ [54].  These transitions can not be properly accounted for using the screened 

hydrogenic model built into Cretin.  Instead a more detailed atomic physics model must 

be employed that uses quantum mechanical principles to accurately calculate the rates 

and energies of these transitions.  The Hebrew University Lawrence Livermore atomic 

code (HULLAC) is a popular choice for performing such calculations [90].  Tin atomic 

data were provided from Lawrence Livermore National laboratory containing the relevant 

transitions from charge state Sn6+ to Sn14+.  The number of transitions was significantly 

reduced from hundreds of thousands to thousands to make the problem tractable.   The 

HULLAC data were then post processed to a form that can be read by Cretin.  These data 

were used for the atomic model for all Cretin results presented in this work. 
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Figure 3.2: Electron temperature profile used for Cretin computations (top) compared 
to the profiles produced by h2d (bottom).  The dimensions are in microns and the color 
scale is in eV. 
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4. Experimental results on geometry effects 

 The need to study the effects of target geometry on the in-band emission arises 

from the power requirements for HVM.  To meet the requirements using reasonable laser 

energy and minimal target material, a lithography system will need to operate at around 

10 kHz, and hence the target delivery system must supply tin targets at 10 kHz.  One 

proposed method utilizes a high repetition rate liquid Sn droplet generator [91], seen in 

Figure 4.1.  Yet many of the studies so far have used planar targets [92-95], or spherical 

targets [55, 96, 97] without any direct comparison between the two target geometries.  In 

this chapter the effect of the plasma dynamics, caused by the target geometry, on the 

EUV emission will be explored. 

4.1. Planar target 

 In the following sections, the experimental results for planar targets will be 

presented.  The angular dependence of the in-band EUV as well as the EUV spectral 

shape will be covered in sections 4.1.1 and 4.1.2 respectively.  It is important to note that 

the E-Mon and TGS are both at 45° with respect to the axis of symmetry, but on opposite 

sides of the plasma.  Because the symmetry of the plasma is not perfect, the two 

diagnostics do not see identical plasma conditions.  Additionally the plasma density 

evolution is characterized at various stages during the laser pulse.  Finally, the in-band 

EUV emission is characterized spatially by time-integrated imaging and temporally with 

a fast photo diode. 
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Figure 4.1: High repetition rate liquid Sn droplet generator and laser engagement (not 
to scale) 
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4.1.1.  Angular distribution of in-band EUV for planar targets 

 Angular distribution measurements of the in-band EUV emissions were obtained 

by rotating the target and laser beam together so that the laser incidence is always normal 

to the target surface as shown in Figure 4.2.  This was achieved by mounting the slab 

target on one of three aluminum wedges, and then mounting the wedge on the three-axis 

stage.  The wedge angles are 15°, 30° , and 45°.  With these three wedges measurements 

from 0° – 90° every 15° can be made.   The laser is kept normal to the target surface by 

using a pair of broadband mirrors to steer the beam inside the chamber.  However, for 0° 

and 90° measurements the laser cannot be at normal incidence less the mirror block the 

diagnostics, so the laser is at 10° incidence for the extreme angles.  The total distance 

from the focusing lens to the target surface is fixed at 317 mm, so that the 1/e2 spot size is 

150 µm.  The laser energy is 250 mJ, making the laser intensity around 2x1011 W/cm2. 

 Figure 1.1 shows the angular distribution of the in-band EUV for the conditions 

described above.  Both the E-Mon measurements and data collected with the TGS are 

presented here.  The major source of error for these measurements is in the alignment.   
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Figure 4.3: Angular distribution if in-band EUV emission measured by E-Mon (blue) 
and TGS (red), along with calculated values from a simple model (green).  The front and 
side components of the model are shown in light blue and purple respectively.  0° is 
along the laser axis. 
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Therefore the measurements were conducted on three separate occasions where the 

beam path was reconstructed and aligned each time.  Data labeled E-Mon are scaled 

values directly from the E-Mon readings.  Whereas data labeled spectrometer, are scaled 

values calculated from the spectra taken with the TGS.  The spectra were integrated over 

the range 13.23 – 13.77 nm providing an in-band energy measurement.   

 The TGS data have larger error because, having a much smaller aperture, it is 

much more sensitive to alignment than the E-Mon.  Additionally at large angles the E-

Mon and TGS measurements do not agree as well as they do at smaller angles.  At small 

angles both instruments are directed toward essentially the same region of the plasma, but 

at large angles, the two diagnostics see opposite sides of the plasma.  If the plasma were 

perfectly symmetrical the E-Mon and TGS measurements would be identical.  The fact 

that they are not indicates that there is an asymmetry to the plasma about the laser axis.  

The asymmetry arises from the less than perfectly Gaussian laser spatial profile. 

 The data in Figure 1.1 show a double peak structure in the angular distribution.  

Previous studies [49, 51, 94, 98, 99] found that the EUV monotonically decreases as the 

angle increases from 0° to 90° according to, 

,  

(4.1) 

where θ is the angle between the surface normal and the detector.  In these earlier studies 

the laser spot size was large compared to the plasma scale length, making the expansion 

dynamics one dimensional.  A typical laser spot size for references  [49, 51, 94, 98, 99] is 

around 500 µm.  In this work the spot size is around 150 µm making the expansion more 
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two dimensional, and it is this effect that causes the double peak structure of the 

angular distribution. 

 A simple model was developed to validate that such a distribution arises when the 

plasma is two dimensional.  The model assumes that the plasma consists of a hot emitting 

core region surrounded by a cool, low density absorbing region.  A diagram of the plasma 

model can be seen in Figure 4.4.  The emitting region is considered optically thick.  

However, the inner region is not so optically thick that photons emitted just under the 

surface of the region can not escape.  This effect is taken into account by γ in Equation 

(4.1), which is determined empirically, and is 0.5 for a 1.064 µm laser [99].  Only 

emissions from the front and one side surface contribute to the total detected EUV 

emission.  The surrounding plasma absorbs the EUV emission according to,  

 
 

(4.2) 

 
 

(4.3) 

where µ is the absorption coefficient, t is the thickness of the absorbing layer and d is the 

distance from a rays origin to the side edge of the absorption region.  The model utilizes 

three regions within the absorbing layer; a front and side region corresponding to the two 

emitting surfaces, and a corner region where the two meet.  The corner region is outside 

of the laser beam and is far from the hot plasma center leading to a lower temperature and 

therefore higher opacity. 

 A Matlab code was written to find the dimensions and µ of each region.  The code 

varies the lengths of the front and side emitting surfaces, the thickness of the front and 
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side absorbing layers, and µ in each of the three absorbing regions.  The emissions 

from the front and the side surface are calculated using Equation (4.2).  Note the angle is 

between the emitting surface and the laser so that as θ increases from 0° to 90° for the 

front surface it decreases from 90° to 0° for the side surface.  Rays that exit the sides of 

the absorption regions don’t travel the full distance t/cos(θ).  Instead the ray travels a 

distance d/sin(θ) through the region.  The code scans through a reasonable range for each 

parameter, lengths, thicknesses, and absorption coefficients, and calculates the total 

detected emission.  The calculated emission is compared to the experimental 

measurement by a least squares method to determine the optimum set of parameters to 

reproduce the measured distribution.  The calculated angular distribution with the best fit 

can be seen in Figure 1.1 as the green line.  The contributions from the front and side 

surfaces can also be seen as the blue and purple dashed lines respectively.  It can be seen 

that the simple model is able to reproduce the angular distribution of the in-band EUV 

emission.  This indicates that the two-dimensional plasma expansion has a significant 

effect on the total in-band emission.  The dimensions and absorption coefficients 

resulting from the simple model can be seen in Figure 4.4.  In later sections we will see 

how well the model was able to predict the dimensions of the emission and absorption 

regions. 
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4.1.2. Angular dependence of EUV spectrum for planar targets 

 The EUV spectrum was measured simultaneously along with the in-band energy, 

so that a 0° measurement with the E-Mon corresponds to a 90° measurement with the 

TGS, see Figure 4.2.  The data from the TGS shown in Figure 1.1 is consistent with the 

E-Mon measurements as discussed in the previous section.   

 The angular dependence of the EUV spectrum is shown in Figure 4.5.  Here it can 

be seen that the peak is centered at 13.5 nm at 90°, and shifts to shorter wavelength as the 

angle decreases.  The 13.5 nm peak is produced when the charge state is around 10.  The 

shift to shorter wavelengths indicates the average charge state is above 10, and that the 

plasma is hotter than the optimum temperature for in-band production.  However, in-band 

EUV production is not the only factor that determines the CE.  The surrounding plasma 

readily absorbs the in-band emissions, making it necessary to overheat the plasma core in 

order to reach the optimum balance of emission and absorption.  Overheating the core of 

the plasma allows the location of the optimum temperature to coincide with the location 

of the optimum density. 

 It is also evident that the long wavelength, out-of-band emissions increase as the 

angle decreases.  This is a result of the plasma heating along the laser axis.  It is shown in 

Equation (1.3) that the laser absorption depends on .  Thus most of the laser is 

absorbed near the critical surface.  However, a portion of the beam is absorbed by the low 

density plasma away from the target surface along the laser axis.  Additionally, the 

plasma expands nearly normal to the target surface when near the laser axis, allowing the 

heated ions to remain inside the laser beam, close to the axis.  This produces a wide range 
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of charge states that in turn produce a wide spectrum.  From the spectra it is evident 

that the plasma along the laser axis contains Sn7+ to Sn14+.  The main mechanism of 

heating for the sides of the plasma is radiation transport and conduction from the center.  

This leads to cold dense plasma developing along the side of the plume, which absorbs 

the emission from the plasma core in a spectrally uniform manner.  The sharp drop in 

temperature and density laterally, near the edge of the laser beam, produces a uniform 

charge state and a narrow spectrum in the lateral regions outside of the laser beam. 

 Another notable feature of the spectra is the dip in the in-band portion that first 

appears at 45°, is most prominent near 15°, and nearly disappears by 0°.  The dip 

corresponds to resonant lines from Sn9+ to Sn11+ [65].  The dip indicates that the emitted 

in-band light travels through more plasma in the temperature range of 20 to 30 eV when 

the viewing angle is around 30°.  The reduction in the dip at 0° is likely due to a 

reduction in the electron density along the laser axis.  This will be discussed later in 

section 4.1.3. 
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Figure 4.5: Angular dependence of EUV spectra for planar targets 
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4.1.3. Plasma density measurements for planar targets 

 In the experiments conducted in this work, the only fundamental plasma 

parameter that can be measured directly is the electron density.  The electron density 

influences the EUV emission directly due to the fact that collisional de-excitation is 

responsible for a majority of the in-band light being generated. The electron density also 

provides insight into the temperature, charge state and opacity.  From Equations (1.6) and 

(1.7) the plasma scale length is proportional to square root of the electron temperature 

and the average charge state.  This can be helpful to determine if the plasma is at optimal 

conditions for 13.5 nm light production, thought to be where  is around 11 and Te is 

around 30 eV [49, 65, 95]. 

 The 2-D plasma density evolution is shown in Figure 4.6, and  

 contains line profiles along the laser axis of each image in Figure 4.6.  It can be seen that 

the plasma is already well developed by 3 ns before the laser peak. 

 It is well known that the coronal plasma density along the laser axis is given by, 

,  

(4.4) 

The natural log of the electron density profile along the laser axis, Figure 4.8, is fit with a 

linear function.  The slope of the linear fit is the inverse of the scale length, ls.  The 

plasma scale length obtained from Figure 4.8 is 69 and 161 microns for the early and late 

times respectively.  The plasma scale length is related to the plasma temperature and the 

average charge state by, 
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, 
 

(4.5) 

Since we only know the product of and Te from the scale length, it is necessary to 

calculate the proper dependence of  on the temperature.  From Figure 4.9,  can be 

determined for any given temperature at an electron density of 1x1019 cm-3.  It can also be 

seen in Figure 4.9 that  has a weak dependence on the electron density in the range 

from below 1018 to 1020 cm-3, only changing by about 1 over these densities.  Therefore 

the calculated values of  can be applied to a large portion of the coronal plasma without 

much error.  Using Equation (4.5) with the scale lengths above the plasma temperature 

and charge states are calculated to be 32 eV with  of 12 for 3 ns before the laser peak, 

and 25 eV with  of 10.5 at 4 ns after the peak.  It should be noted here, as discussed in 

chapter 3, that there is a significant discrepancy between the various models used to 

predict  in such a plasma. 

 It is clear from the plasma scale length measurements that the plasma reaches the 

optimum conditions for in-band EUV emission where Te ~ 30 eV and  is around 11.  

However, as discussed earlier the generation of in-band emission is only part of the 

problem, the surrounding plasma acts to absorb the EUV light reducing the net 

production.  It can be seen in Figure 4.6 that the lateral dimension of the plasma extends 

over 700 µm across despite the fact that the laser spot size is only 150 µm.  As a result, 

dense plasma surrounds the emitting region as described in Figure 4.4.  It is evident from 

the spectra shown in Figure 4.5 that the surrounding plasma is too cold for efficient EUV 

production, as expected, since the plasma is outside of the laser path. 
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Figure 4.6: Plasma density profile at -3 ns (top), 0 ns (middle), and +4 ns (bottom) 
with respect to the laser peak.  The spatial scale is microns and the color scale is the log10 
of ne in cm-3. 
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Figure 4.9: Charge populations and , vs. Te with ne = 1x1019 cm-3 (top) and vs. ne at 
20, 30, and 40 eV (bottom). 
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4.1.4. EUV imaging for planar targets 

 Time integrated in-band EUV images were acquired under the exact conditions as 

described in the preceding sections.  The details of the experimental arrangements can be 

found in chapter 2.  The images provide information on cross sectional profile of the 

emission region.  This information is utilized to understand the plasma conditions where 

the EUV is generated, gain a better understanding of the radiation transport, and reveal 

the location in the plasma where the laser absorption is strongest.   

 Figure 4.10 is a typical image of the in-band EUV produced with planar targets.  

The low level light seen throughout the image is scattered visible light detected by the 

camera and has a typical intensity of between 1400 and 5000 counts.  The background 

light is still present and has the same distribution when the camera is blocked with a piece 

of glass so that no EUV light is detected.  Unfortunately the shot to shot intensity of the 

background varies too much for a reliable background subtraction to be performed.  The 

figure also includes approximate contours at 20% and 70% of the peak intensity.  These 

contours will be used in later figures to indicate where the emission occurs within the 

plasma. 

 Figure 4.10 can be used to compare the dimensions of the emitting region of the 

actual plasma with those calculated in the simple model presented in section 4.1.1.  A box 

is drawn around the emission region in the EUV image which corresponds to the size and 

shape of the emission region calculated via the simple model.  There are also two red 

lines which indicate the lengths for the absorption region in the lateral and longitudinal 

directions. The majority, measuring to 20% of the peak value, of the measured EUV 

emission is produced in a region that is approximately 300 by 330 µm, and the model 
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predicted an emission region with the dimensions of 325 by 425 µm.  The agreement is 

within 10% in the longitudinal direction; however the lateral dimension differs 

significantly.  The explanation for this will be explored in chapter 5, when two-

dimensional radiation hydrodynamic simulation results are presented. 

 The peak intensity of the EUV image is located between 180 µm and 240 µm 

from the target surface, as can be seen in Figure 4.11.  In this figure a line profile along 

the laser axis is extracted from the 2-D image.  The peak location agrees with that found 

by Tao et al. [48] where a 10 ns, 1.064 µm laser pulse was utilized.  One point worth 

noting is that the emission profile extends behind the target surface.  Since it is 

impossible for the emission to come from within the bulk material, an explanation is 

necessary.  There are two possible explanations.  One is that the image is not in proper 

focus so that the edges of the emission are blurred causing the appearance of emission 

behind the surface.  This is not likely the issue here, since care was taken to ensure that 

proper focus was achieved.  The most likely explanation is that the imaging system was 

not perfectly aligned to look across the target surface.  This is a typical problem in the 

experiments in this work, and is seen frequently when acquiring interferograms for planar 

targets.  The effect is that the camera observes the plasma from a small angle so that the 

view of the plasma is clipped by the edge of the target.  It is not uncommon to clip 50 to 

100 µm of the plasma in an interferogram, so it is not unreasonable that the same could 

occur here.  The difference is that in an interferogram the plasma is back lit, so that the 

slight angle of the target surface causes a shadow.  For the EUV imaging the plasma is 

the light source so the target acts as a backdrop.   
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4.1.5. In-band EUV temporal profile measurements 

 The final measurement to be presented for planar target geometry is the temporal 

profile of the in-band emission.  The EUV emission is determined by the plasma 

temperature and, to a lesser extent, the plasma density.  In turn the plasma temperature is 

determined by the laser intensity, which has a Gaussian temporal profile and can be seen 

in Figure 4.13.   In this figure the in-band EUV history can be compared to that of the 

laser intensity.  It can be seen that the EUV emission follows the laser intensity on the 

rising edge of the pulse.  After the laser reaches the peak intensity, the EUV begins to 

decay.  Interestingly the EUV emission decay is delayed by approximately 1 ns compared 

to the laser intensity.  This is the first experimental indication presented in this work that 

suggests the plasma is over heated.   

 The plasma can not emit in-band radiation if the temperature is too low, so the 

continued radiation after the laser peak indicates the plasma is remaining above the 

minimum temperature required for in-band generation.  The only external heating source 

is the laser, and the main mechanism for cooling is radiation.  It is also known that the 

transitions responsible for the EUV emission have lifetimes of around 1 ps, this means 

that a single ion could excite and de-excite nearly 1000 times in the 1 ns time between the 

laser and EUV peaks.  If the plasma were at just the right temperature the EUV emission 

would follow the laser profile, because the temperature would rapidly drop due to 

radiation.  However, if the plasma is over heated, then there would be a delay in the 

decay of the emission associated with the plasma cooling from an over heated state to an 

optimal state.   
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 In Figure 4.13 it can be seen that the laser pulse is composed of several modes 

that produce a double peak.  These peaks are also present in the EUV emission.  The first 

peak of the laser pulse has a slightly higher intensity than the second, yet in the EUV 

emission the second peak is higher.  This is another indication that the plasma is being 

overheated.  The emission region remains hot due to the overheated plasma at higher 

densities while the first peak in the laser pulse decays.  During this time the plasma 

conditions in the emission region do not change enough to significantly reduce the in-

band emission.  The second laser peak provides additional energy to the plasma, which is 

then converted to in-band emission.  The increased in-band emission with lower laser 

energy may indicate that increased pulse durations and/or laser pulse shaping could be 

used to increase the CE.  More insight into the overheating of the plasma will be gained 

in chapter 5.  
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Figure 4.10: Typical time integrated in-band EUV emission from a planar target.  The 
arrow indicates the laser incidence.  Approximate contours are drawn at 70% and 20% of 
the peak intensity.  Box outline and red lines indicate scales from simple model. 
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Figure 4.13: Comparison of the temporal shape of the laser pulse and the in-band EUV 
emission. 
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4.2. Spherical target 

 In this section the results of experiments conducted using spherical targets will be 

presented.  Every effort was made to exactly reproduce the conditions of the planar target 

experiments, while only changing the target geometry.  In Figure 4.14 the effects of 

target geometry can be seen.  Here the CE for spherical targets of different sizes from 

Yuspeh et al is presented [100].  The laser focal spot size (FSS) was fixed at 80 µm 

FWHM and the sphere diameter (SD) was varied from 80 to 330 µm.  Data for planar 

(slab) targets under the same irradiation conditions is also present.  It is clear that the 

target geometry has a great deal of influence on the CE.  All results shown in the sections 

to follow would be located at 3.5 SD/FSS in Figure 4.14.  This ratio is centrally located 

on the plateau where the CE is highest for spherical targets.  At this ratio spherical targets 

appear to emit about 15% more in-band EUV than planar targets.  We will explore this 

phenomenon in the following sections. 

4.2.1. Angular distribution of in-band EUV for spherical targets 

 The angular distribution of the in-band EUV emission for spherical targets was 

measured in the same manner as for the planar targets.  Figure 4.15 shows the results of 

the measurements.  It is evident that the dip between 5° and 45° is much larger for the 

spherical target.  This dip reduces the overall EUV emission by about 5% compared to 

the planar target.  In Figure 4.15 it can be seen that the in-band emission near 39° is 

almost identical for the two target geometries, instead of the planar target emitting less, 

this suggests that the in-band emission is about 5% lower for the spherical target, instead 

of higher, because of the larger dip in the angular distribution for spherical targets.  This 
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discrepancy could be caused by the difference in the laser spot size in the two 

experiments. 

 Again examining the angular distribution it can be seen that there is also no 

second peak at 15° for the spherical distribution measurement.  Instead the angular 

distribution is at a minimum near 15° for the spherical target.  In a similar manner as 

described by the simple model for the planar target, there is highly absorbent plasma in 

what can be though of as a corner region of the plume far from the target surface and 

outside of the laser beam.  This corner region plays a significant role in the dip at 30° for 

the planar target, and is even more important for the spherical targets.   

 As the laser heats the Sn of the target, the plasma expands outward normal to the 

surface.  In the case of spherical targets, the normal expansion from the surface results in 

an angular spread of the plasma.  Material flows from areas of high laser intensity to 

areas of low laser intensity.  As the Sn leaves the path of the laser it cools and becomes 

more optically thick.  This process has the greatest impact near 15°.  As can be seen in 

Figure 5.2, the average charge state in the absorption region along the 15° path is around 

Sn9+.  This is the optimum charge state to absorb in-band emission.  We have already 

seen that the charge states 9 through 11 are responsible for the large spectral dip seen 

near the in-band portion of the EUV spectrum.  Again the density is an important factor 

here.  Because the density is lower in the absorption region than in the emission region, 

the light absorbed is not emitted in equal quantities, resulting in a net loss. 



 

 

100 

 

 

 

 

 

 

Figure 4.14: The effect of sphere diameter to focal spot size ratio on in-band CE.  Data 
for slab targets is shown for comparison.  Adapted from Yuspeh et al [100].  
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 It should also be noted here that the error is much larger for the spherical 

targets than for the planar targets, and that the integrated in-band spectra were not 

included in Figure 4.15 as it was for the planar target data.  For spherical targets the 

alignment is critical for repeatable measurements.  To acquire repeatable data with 

spherical targets the laser axis and target center must be aligned within a few tens of 

microns or better. However for planar targets a misalignment of several hundred microns 

does not cause a significant change in the E-Mon reading.  The requirements on the 

concentric alignment of the laser and target make it difficult to acquire repeatable spectra 

intensities, since the TGS is extremely sensitive to alignment.  Additionally changes in 

angular alignment for the angular distribution measurements were also more complicated 

in that there are an infinite number of angles normal to a spherical surface, and there is 

only one for each side of a planar target.  The combination of the various difficulties in 

aligning the laser for spherical targets leads to more error in both the EUV emission and 

angle measurements, as well as making the selection of the angles measured more 

difficult. 
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Figure 4.15: Angular distribution of spherical targets with the planar target distribution 
for comparison.  0° is along the laser axis. 
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4.2.2. Angular dependence of EUV Spectrum for spherical targets 

 The in-band EUV spectrum for spherical targets was measured at various angles: 

14°, 20°, 28°, 45°, 62°, 75°, and 83°.  The irregular angular spacing is attributed to the 

increased complexity in the alignment for spherical targets in comparison to planar 

targets.  Top priority was given to centering the laser beam on the sphere. 

 The general trend for the spherical target is the same as the planar case.  As the 

angle with respect to the laser increases from 0° to 45° the spectrum remains broad where 

the longer wavelengths are a significant portion of the EUV light.   The dip near the in-

band region is also present for the spherical targets for these angles.  Once the angle is 

greater than 45°, the spectrum begins to narrow as the long wavelengths drop in intensity. 

 There are some differences however; one is that the dip at the in-band portion of 

the spectrum is reduced at 15° for the spherical target.  There is a very strong dip in the 

spectrum for the planar target.  At first this may seem odd since the in-band energy at 15° 

is much lower for the spherical target.  The explanation is that the plasma absorbing the 

EUV is significantly different between the two target geometries.  As discussed in the 

previous section, the ions expand faster laterally when the target surface is spherical, 

resulting in significantly different absorption coefficients along the path.  The absence of 

the strong dip for the spherical targets indicates a lower abundance of Sn9+ - Sn11+.  

Although these ions are responsible for the spectral dip, they are also responsible for the 

in-band emission.  Here the density plays a key role in the emission and absorption 

process.  When the density is high, as it is for a planar target, these ions act to absorb the 

in-band emission.  When the density is lowered, as it is for spherical targets, the 
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absorption of the in-band emission is reduced.  The reason the spherical target 

produces less in-band light without a large spectral dip is that the absorption is more 

uniform over the EUV range, but greater than the in-band absorption for planar targets. 

 When comparing the spectra at 20° for the spherical target to the spectra at 15° for 

the planar target, it can be seen that they are nearly identical.  The 0° and 15° spectra for 

the planar and spherical targets respectively are also very similar.  This may also be an 

effect of the increased lateral expansion caused by the curved spherical surface.  When 

the plasma expands from the planar surface, the initial direction is 0°.  The plasma 

expands laterally only due to pressure inside the plasma, but close to the laser axis the 

expansion is minimal.  However, when the plasma expands from the spherical surface, 

there is significant lateral expansion caused by the curvature of the target.  Plasma that 

would continue along the laser axis for the planar target instead travels at an angle 

corresponding to the normal of the target surface.  A 5° change in the emitting plasma 

properties would not be unreasonable, and could account for the similarities of the spectra 

at 20° and 15° for the two different target types. 

 The EUV spectrum will be discussed in greater detail in the next chapter.  There 

the measured spectra will be compared to simulated spectra produced from a combination 

of a two dimensional radiation hydrodynamic code and an atomic physics, collisional 

radiative code.   
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Figure 4.16: Angular dependence of EUV spectra for spherical targets 
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4.2.3. Plasma density measurements for spherical targets 

 As with planar targets, the electron density was measured at several times during 

the laser pulse.  When a planar target is illuminated with a laser, the regions close to the 

laser axis expand almost normal to the target surface.  The outer regions act to confine 

this inner plasma allowing the density to remain high.  As can be seen in Figure 4.17, 

Figure 4.18, and Figure 4.19 the plasma expansion closely follows the shape of the target 

surface.  There is a nearly uniform expansion of the plasma in both the lateral and 

longitudinal directions, unlike for the planar target where the plasma expands more along 

the laser axis. 

 The expansion of the plasma lateral to the laser beam reduces the density in the 

inner regions of the plasma, reducing the time that the ions are heated by the intense 

portion of the laser.  The ions are first heated by the laser, and then travel outward, 

cooling, increasing the absorption coefficient of the plasma in the region that corresponds 

to the corner of the simple model diagram shown in Figure 4.4.  This lateral transport of 

ions, caused by the target geometry, is responsible for the large dip seen in Figure 4.15. 

 It can also be seen in Figure 4.20 that the density along the laser axis is slightly 

lower for the spherical targets and that the scale length is shorter.  The plasma scale 

length for a planar target was reported earlier to be 160 µm.  Spherical targets have a 

slightly shorter scale length of 135 µm.  With a shorter scale length, spherical targets 

should emit more in-band emission, because the absorption should be lower.  However, 

the lateral transport of the ions to lower laser intensities decreases the efficiency of the 
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plasma heating.  These two effects act to cancel one another out so that the in-band 

CE measured at 45° is nearly the same for the two target geometries. 
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Figure 4.17: Typical electron density 4 ns before the laser peak.  The color scale is 
log10(ne cm-3). 
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Figure 4.18: Typical electron density at the laser peak.  The color scale is log10(ne     
cm-3). 
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Figure 4.19: Typical electron density 4 ns after the laser peak.  The color scale is 
log10(ne cm-3). 
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Figure 4.20: Comparison of the electron density along the laser axis at the peak of the 
laser pulse for planar and spherical targets. 



 

 

112 

4.2.4. EUV imaging for Spherical targets 

 In-band EUV images were acquired during the same set of experiments as the 

images acquired for the planar targets.  Figure 4.21 shows a typical in-band image for a 

spherical target.  There is no discernable difference between the images for planar and 

spherical targets.  This indicates that the laser absorption occurs at the same location 

relative to the target surface and that the heated plasma volumes are similar.  As 

described earlier the images are collected at 90° to the pump laser axis. From the spectra 

and E-Mon measurements of the two targets at this angle it is clear that the radiation 

transport in this direction is very similar for both targets.  It is likely that images acquired 

at angles such as 15° or 20° would not be so similar between the two targets, based on the 

other diagnostics. 
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Figure 4.21: Typical time integrated in-band EUV emission from a spherical target.  
The arrow indicates the laser incidence. 
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5. Two-dimensional numerical simulations 

5.1.  Introduction 

 For small scale laser produced plasmas such as those in this work, there is no 

good way of measuring the plasma temperature directly.  Techniques involving 

spectroscopy are not reliable here because of the non-LTE nature of the problem.  

Moreover these techniques are not spatially resolved, and only provide temperature 

measurements as deep as one optical depth.  In order for Thomson scattering to be useful 

the plasma scale must be significantly larger than the plasmas produced in this work 

because of the small scattering cross section.  The diagnostic limitations on direct 

measurements of the electron temperature makes two-dimensional modeling a valuable 

tool for understanding the plasma dynamics and radiation transport. 

 In this section, two-dimensional radiation hydrodynamic simulations using h2d 

will be discussed.  Only results for spherical target geometry are presented.  Attempts to 

simulate planar geometry have been unsuccessful due to computational mesh problems.  

The computational mesh implemented in h2d is Lagrangian.  As the plasma expands, the 

mesh follows the fluid so that the mass in each zone remains constant.  The geometry of a 

planar target causes a “bowtie” in the mesh near the edge of the laser beam.  Bowties 

occur when the mesh nodes cross one another so that two zones occupy the same space.  

When a bowtie occurs in h2d, the problem must quit and in most cases can not be 

resumed.  When the target material is in a planar geometry a bowtie will occur before the 

laser can reach peak intensity, making the simulation of little use.  Many steps were taken 
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to resolve this problem, but the effort was unsuccessful.  However, spherical target 

geometries have been modeled with great success and are presented here. 

5.2. Two-dimensional plasma property calculations 

 There is only one fundamental plasma parameter that can be both modeled and 

measured directly in the experiment, the plasma electron density.  In Figure 5.1 the 

plasma density calculated in h2d is directly compared to the experimental measurement.  

The comparison is made at the peak of the laser pulse, when the EUV emission is 

maximum.  It is clear that the two are very similar.  First, both the longitudinal and lateral 

expansions are in agreement so that the simulation and the data are near mirror images of 

one another where the density is below a few 1019 cm-3.  The density gradients along each 

axis are also in agreement in this density range.  Densities above this level are beyond the 

limits of the diagnostic capabilities for the experiment. 

 Figure 5.1 also contains the EUV image contours as well as the absorption region 

thickness lines from Figure 4.10.  Here it is clear that the peak of the EUV emission is 

located in the region of the plasma where the density is in the high 1018 cm-3 range.  The 

interesting thing here is that the emission comes from a large range of densities, from 

above the critical density for the pump laser, 1021 cm-3, to as low as a few 1017 cm-3.  This 

result shows that the emission occurs within a large range of densities, and that the most 

intense emission comes from a density near 1019 cm-3. 

 The absorption region thickness lines, from Figure 5.1, also show that the simple 

model gives a reasonable prediction of the thickness of the absorbing plasma.  The 

plasma becomes optically thin when the density is below a few 1017 cm-3.  In Figure 5.1 
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the absorption region thickness line in the lateral direction, corresponding to the side 

absorption region in the simple model, extends from the emission region to where the 

plasma is a few 1017 cm-3.  In this direction the model was able to accurately predict the 

absorption region thickness.  If we compare the absorption thickness along the laser axis, 

we see that the model predicted a much shorter absorption region.  The measured density 

profile indicates that this region should be almost twice the thickness as predicted by the 

model.  Figure 4.10 showed that the model was able to predict accurately the length of 

the emission region along the laser axis.  It is this length and the thickness of the side 

absorption region, which was accurately predicted by the simple model, that determine 

the lateral contribution of the total angular emission shown as the purple dashed line in 

Figure 1.1.  In other words the model accurately described the important factors for the 

radiation transport in the lateral direction.  However, the model was not as accurate in the 

longitudinal direction.  In this direction the emission is determined by the lateral length of 

the EUV emission region, which was over predicted by the model, and by the thickness 

of the absorption region in the longitudinal direction, under predicted by the model.  The 

explanation for this can be found in the average charge state, .  Figure 5.2 shows at 

the peak of the laser pulse as calculated by h2d, along with the EUV contours and 

absorption thickness lines.  It can be seen that is nearly uniform through out the entire 

side absorption region, and is around 7.  The plasma opacity is heavily dependant on the 

ionization state of the atoms, and low charge states, at or below 7, do not have strong 

absorption lines at the in-band wavelengths.  Therefore it is not unreasonable to assume a 

uniform absorption coefficient, as the simple model does, for the side absorption region.  

The same can not be said for the absorption region along the laser path.   In Figure 5.2 it 
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can be seen that ranges from around 8 to 11.  These charge states have very different 

opacities for the in-band emission.  The model could not accurately predict the relevant 

scales because it uses a single absorption coefficient which does not adequately describe 

the absorption along the laser path.  An improved model would implement a more refined 

spatially resolved absorption coefficient.  However to keep the model simple, this 

approach was not pursued. 

 It is worth noting that the outer regions of the plasma have a charge state of 10 or 

above.  These ions do not contribute to the total in-band emission in any significant way.  

As can be seen in Figure 5.1 the electron density is below 1017 cm-3 over 500 µm from 

the edge of the simulated plasma.  These outer most regions have densities as low as a 

few 1014 cm-3, but the color scale is limited to 1017 cm-3 for comparison to the 

experimental data.  At such low densities, the emission from these regions will be several 

orders of magnitude lower than those of the plasma core.  The temperature in these outer 

regions is only a few eV.  The high charge state is achieved due to the extremely low 

density.   
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Figure 5.1: Comparison between h2d and experiment of the electron density at the 
laser peak.  The color scale is 1og10(ne cm-3). Black contours indicate the in-band EUV 
emission region, and red lines indicate the absorption region calculated from the model in 
4.1.1. 
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Figure 5.2: h2d simulation of the average charge state of the plasma. 
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Figure 5.3: Line profiles of the electron density along the laser axis at various times 
for both h2d and experiment. 



 

 122 

5.3. Analysis of two-dimensional simulations 

 One of the advantages of h2d is that the temporal evolution of the plasma 

properties can be studied.  We have already shown that h2d accurately models the plasma 

electron density at the peak of the laser pulse.  In Figure 5.3 the electron density 

evolution along the laser axis calculated by h2d and measured from the experiment is 

presented.  It is clear that h2d accurately calculates the electron density near and after the 

laser peak.  However, during the very early portion of the laser pulse h2d underestimates 

the plasma expansion.  The best explanation for this is that the laser pulse is 7 ns FWHM 

and the peak of the pulse occurs at 7 ns into the simulation.  Therefore the laser intensity 

is already at about 7% of the maximum at the start of the simulation; resulting in a small 

portion of the laser energy being lost.  This, of course, does not happen in the experiment, 

so the plasma actually has a little more time to develop than is given in the simulation.  

As more laser energy is dumped into the target, the small difference at the beginning of 

the problem becomes insignificant.  From the density profiles in Figure 5.3, we can have 

confidence that the simulation adequately describes the plasma evolution after several ns 

of laser irradiation. 

In Figure 5.4 the plasma electron temperature evolution is presented.  The peak of 

the laser pulses occurs at t = 0 ns.  Again the laser is incident from right to left and is 

centered on the x-axis of the plots.  From the figure it is clear that even 4 ns before the 

laser peak, the plasma temperature is high enough to produce EUV emissions.  As the 

laser intensifies, the plasma expands outward and the core temperature rises.  For several 

ns around the laser peak intensity the core plasma temperature profile remains nearly 

constant.  The plasma temperature then begins to fall as the laser intensity decreases. 
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 It is clear that the plasma is overheated in the core where the temperature reaches 

above 60 eV, whereas the optimum temperature for in-band EUV production is around 30 

eV.  At first it may seem obvious that overheating the plasma would reduce the in-band 

CE.  However, in this case the overheating is necessary to achieve the highest CE.  The 

majority of the incident laser energy is absorbed near the critical density, 1021 cm-3.  The 

density is several orders of magnitude too high for the in-band emission to escape from 

this region.  If the laser intensity is reduced so that the peak temperature is near 30 eV, 

nearly all of the in-band energy produced in that region will be absorbed.  Overheating 

the plasma to 60 eV in the high density region sets up a temperature gradient so that the 

optimum plasma temperature corresponds to the optimum density.  The extra energy used 

to overheat the plasma core is not completely wasted.  As seen previously in Figure 4.13, 

the in-band EUV continues to emit as the laser pulse decays.  The energy deposited in the 

plasma core is lost to the surrounding material, lowering the laser energy needed to 

maintain the proper temperature in the emitting region.  In the process of the core cooling 

the emitting region is held at the proper conditions for in-band production.  If this did not 

occur the EUV temporal profile would match that of the laser, and would not persist for 

an extra ns after the laser pulse. 

 From the experiment we know that the in-band emission continues for 

approximately 1 ns longer than the laser pulse, and from h2d we know how the plasma 

temperature evolves as the laser heats the Sn.  One of the determining factors for the 

intensity of the in-band emission is the amount of plasma at the appropriate conditions for 

production.  Using temperature profiles like those in Figure 5.4 it is possible to determine 

the area occupied by any given plasma temperature as a function of time.  It is the cross-
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sectional area that is of interest here, as the detectors in the experiment see the plasma in 

this way.  In Figure 5.5 the cross-sectional areas of different plasma temperatures as a 

function of time can be seen.  The areas are calculated by integrating inside the contours 

at each temperature.  With the laser axis being the axis of symmetry, one could visualize 

the plasma as an onion.  Each layer of the onion represents a different plasma 

temperature.  Integrating inside the contours of the plasma temperature is like pealing 

away each layer of the onion and measuring the cross-section of what remains. 

 Figure 5.5 clearly shows that the area of the peak plasma temperature remains 

nearly constant for several ns.  Lower temperatures have shorter periods of constant area, 

until finally at 20 eV there is no longer stagnation in the area.  From this figure it can also 

be seen that the 20 eV plasma area follows the temporal pulse shape of the in-band EUV 

emission with a FWHM of about 1 ns longer than the laser pulse.  Note that the 30 eV 

plasma has a FWHM equal to the laser pulse.  This is evidence that the majority of the in-

band emission detected in the experiment is produced in the region of the plasma where 

the temperature is around 20 eV. 
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Figure 5.4: Plasma electron temperature at -4, -2, 0, 2, 4, and 6 ns.  0 ns is the peak 
and the color scale is temperature in eV and the spatial units are microns. 
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Figure 5.4 continued 
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Figure 5.4 continued 
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Figure 5.5: Cross sectional area of plasma with various electron temperatures during 
the laser pulse.  Here the laser peak occurs at 7 ns and has a FWHM of 7 ns. 



 

 129 

 In chapter 4 the results from the time integrated EUV imaging system were 

presented.  This data can be compared to the h2d modeling results to gain further 

understanding of the effects of the electron density and plasma temperature on the 

emission.  Because the diagnostic has no time resolution, the modeling results must be 

converted to a time integrated form for comparison.  This can be accomplished by 

calculating the plasma temperature persistence.  It is fairly well publicized that the 

optimum emission for in-band EUV occurs when the plasma temperature is around 30 eV 

[49, 65, 95].  Therefore knowledge of the lifetime of 30 eV plasma as a function of 

distance from the target surface provides insight into the spatial distribution of the EUV. 

 The plasma temperature persistence is calculated from the h2d temperature 

profiles by checking for the existence of plasma at or above a certain temperature at each 

point in space using the same 2-D contours areas used in Figure 5.5.  At each time step if 

the temperature exceeds the minimum value a count is added to the total for that position. 

Twenty-nine snapshots spaced by 0.5 ns starting at 0.5 ns up to 14.5 ns were used in this 

calculation. 

 A comparison of the plasma temperature persistence and the in-band EUV image 

is presented in Figure 5.6.  Immediately it can be seen that the extent of the EUV 

emission is of the same scale as the 20 eV plasma, and not the 30 eV plasma.  Higher 

temperatures have an area smaller than the EUV region, indicating that the EUV must be 

produced in the region of the plasma that is around 20 eV.   

 Additionally the EUV peak location does not correspond to the position of the 

peak temperature.  In Figure 5.7 the plasma temperature persistence at 20 and 30 eV are 

shown with the line profile of the EUV image along the laser axis.  The plasma electron 
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density, from the h2d simulation, at the peak of the laser pulse is also shown.  In this 

figure it is clear that the plasma temperature remains at the optimal levels for the longest 

time, 100 µm from the target surface, and the EUV peaks at 180 µm from the target 

surface.  If temperature alone were the determining factor for in-band emission, then 

these two peaks would occur at the same location.  Once the electron density is accounted 

for the picture becomes clearer.  The peak of the EUV occurs where the plasma density is 

around 1019 cm-3.  As the plasma density increases towards the target surface, the 

absorption also increases to the point where the increased production by the longer 

persistence of the plasma temperature is over come by absorption.  This leads to a decline 

in the detected emission closer to the target surface. 
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Figure 5.6: Time integrated h2d temperatures with EUV image contours for 
comparison.  The color scale is in ns. 
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6. Simulated EUV spectra 

 One of the most difficult problems in the study of laser-produced plasmas is 

accurate modeling of the radiation transport.  Because of the step temperature and density 

gradients present in a LPP, it is important that the physics that govern the radiation 

transport as well as the atomic levels of the ions are both accurate and detailed.  The 

radiation transport model implemented in h2d is not sufficient for this task.  It is lacking 

in two important aspects.  One, the atomic model that determines the energy levels and 

transitions in h2d is based on a hydrogenic model.  These relatively simple models do not 

capture the most important transitions for EUV emission.  It is necessary to use a more 

detailed atomic model that includes the important transitions.  The other aspect that h2d 

lacks in its radiation transport model is the means to accurately calculate the processes 

involved in the emission on the detailed level.  The radiation is treated with a diffusion 

model and acts as a heat source or sink based on a gray opacity.  To properly treat the 

radiation emission and absorption the rate equations must be solved along with detailed 

atomic data.   

 Here we attempt to reproduce the atomic spectra measured in laser-produced 

plasma experiments for tin microspheres.  The work here has a two fold importance.  It 

serves as a benchmarking case for the atomic physics codes for a complex LPP.  

Typically these codes are benchmarked with very uniform plasmas created at large laser 

facilities [101-103].  The gradients present in the plasmas produces for EUVL make it 

possible to test the codes over a larger range of plasma parameters.  In addition to 

benchmarking the codes with experimental results, the codes also provide valuable 
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information about the plasma that can not be measured directly in the experiment.  If 

accurate spectra can be produced from the model, then conclusions can be drawn about 

the radiation transport within the plasma. 

 As described in chapter 3, the evolution of the temperature and density profiles is 

calculated by h2d and is imported into Cretin to calculate the emission spectrum.  Atomic 

data produced by the HULLAC code at Lawrence Livermore National Laboratory is 

employed as the atomic model for Cretin.  The atomic data is limited to charge states 6+ 

to 14+.  Figure 6.1 shows the dependence of the ionization level on the plasma 

temperature.  Notice that there is an artificial upper and lower limit caused by the limited 

ionization states in the atomic data.  This causes a saturation of the charge state when the 

temperature is below 15 eV or above 50 eV.  The extent of the charge state saturation can 

be seen in Figure 6.2.  The figure shows the average charge state at the peak of the EUV 

emission.  Notice that the core of the plasma reaches an ionization level of around 20 in 

the h2d simulations, where as it is only 14 using the Cretin model. 

 The limited atomic data results in a limited range of photon energies produced in 

the UTA by the model.  In Figure 6.3 the emission produced by various temperatures 

ranging from 5 to 40 eV can be seen.  Here the plasma was a 100 µm cube with uniform 

density of 1019 cm-3.  First it is clear that there is an absence of significant emission above 

15 nm.  At the lowest temperature of 5 eV, the emission peaks at 14.64 nm.  It is clear 

that at this temperature the emission should be at a longer wavelength, but is not because 

of the lower limit on the ionization level available in the atomic data. 
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Figure 6.1: Charge populations and , vs. Te with ne = 1x1019 cm-3 (top), and as a 
function of density for various temperatures (bottom).
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Figure 6.2: Average charge state calculated by Cretin using HULLAC atomic data 
(top), compared to that calculated by h2d (bottom). 
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Figure 6.3: Emission spectra produced by uniform plasma at various temperatures. 
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 It can also be seen in Figure 6.3 that the in-band emission is produced within the 

temperature range of 15 to 25 eV, with the highest intensity produced by 15 eV plasma.  

Of course the ionization level depends on the electron density, shown in Figure 6.1.  

Changing the electron density by an order of magnitude has the same effect on the 

ionization level as changing the temperature by 5 eV.  Therefore it is not unreasonable to 

conclude that the in-band emission is produced in the region of the plasma where the 

plasma temperature is around 20 eV.  This is in agreement with the results in chapter 4. 

 The simulated EUV spectra from 0° to 75° every 15° can be seen in Figure 6.4, 

Figure 6.5, and Figure 6.6.  They are compared to typical experimental measurements at 

the same angles.  It is not possible to compare the measured and simulated spectra on an 

absolute scale because the TGS is not an absolutely calibrated instrument.  Therefore the 

spectra at each angle have been normalized to compare the relative intensities.  Because 

of experimental constraints, there are no experimentally measured spectra for spherical 

targets at 0° or 90°.  Measurements from a planar target are included in Figure 6.4 for 

comparison at 0°.  There is, in general, good agreement between the experimental and 

simulated spectra from 0° to 45°.  The main discrepancy is at wavelengths above 15 nm.   

Recall this is the part of the spectra that can not be obtained due to limited atomic data.  If 

the atomic data extended to lower charge states this part of the spectra might also be in 

agreement. 

 Whenever these types of simulations are carried out, one always has to question 

the accuracy of the atomic transitions calculated to construct the atomic data file.  One 

way to access the validity of the atomic data is to look for specific lines, or in this case 

features composed of many lines, that are clearly defined in the spectra.  There are 
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several such features that are easily discernable on both the simulated and measured 

spectra.  The clearest appear in the top of Figure 6.5 where the spectra at 30° are shown.  

For example there are three distinct peaks in the simulated spectra located around 14 nm, 

followed by a dip that occurs at 14.2 nm, and then there are two more peaks near 14.25 

nm.  Upon examination of the experimentally measured spectrum, these features can be 

seen although in less detail, due to instrumental broadening.  Another pair of peaks that 

are present in both the measured and simulated spectra, seen in Figure 6.4 for the 15° 

spectra, can be identified at 13.43 nm and 13.52 nm.  At 45° there is a peak at 14.6 nm 

that is clearly present in both spectra.  The presence of so many identifiable features 

makes verifying the atomic data possible.  These peaks match in both wavelength and 

intensity, although the intensity is also highly dependent on the plasma conditions, giving 

a high degree of confidence in the atomic data.  

 It can be seen from the figures of the spectra at different angles that as the angle 

increases the sharp peaks around 13 nm and 14 nm in the simulated spectra become more 

dominant.  These peaks arise from charge state 14.  As shown in Figure 5.1, there is a 

steep density gradient in the longitudinal direction, and the density is nearly constant in 

the emission region along any lateral line, the only change corresponding to the curvature 

of the target surface.  The density profile, along with the charge state saturation, is 

responsible for the increasing intensity of the peaks.  The narrow spectra measured at 60° 

and 75° indicate that there is less absorption from the plasma surrounding the emitting 

region and that the emitting region is a more uniform temperature.  The emitting region 

viewed laterally is a dense and uniform temperature plasma surrounded by a much lower 

density and much cooler absorbing plasma.  This amplifies the effects of the charge state 
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saturation.  If the atomic data accessed ionization levels higher than 14, the plasma 

responsible for the exaggeration of the peaks would be well above charge state 14 and 

would not contribute to the peaks. 

 If the exaggeration of the large peaks can be accounted for by the charge state 

saturation, then there is in general good agreement between the simulated and measured 

spectra from 13 nm to 15 nm.  The general trend is that the agreement is best at 15° and 

30° and worsens as the angle increases above 30° or decreases below 15°.  In the 30° 

comparison the model underestimates the absorption dip at 13.7 nm, and at 15° the model 

overestimates the same dip.  Otherwise the spectral shape produced by the simulation at 

these two angles is almost identical to that measured in the experiments.  This is an 

indication that the 2D radiation hydrodynamic simulations performed with h2d provide 

an accurate description of the evolution of the plasma properties during the laser pulse.  

Small deviations in the plasma temperature would have a significant impact on the 

emission spectra as can be seen in Figure 6.3.    

 To test the sensitivity of the spectra to the plasma temperature, a Cretin simulation 

was run with modified electron temperature profiles from h2d.  At each time step in the 

h2d simulation the plasma temperature was increased by 16.7%, by multiplying the 

temperature at each zone by 1.167.  This is the percentage necessary to increase the zones 

at a temperature of 30 eV to 35 eV.  The original and modified simulations were identical 

except for the artificial increase in the temperature.  As might be expected, increasing the 

plasma temperature has the effect of reducing the longer wavelength, out-of-band 

emission, as seen in Figure 6.7.  In this figure, it can be seen that the emission above 14.3 

nm in the modified case is much too low compared to the measured spectrum.  The 
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original temperature profile produces a spectrum consistent with the experiment until the 

lower limit of the atomic data causes a deviation.  The ability of Cretin to replicate the 

spectrum accurately is an indication that h2d is accurately modeling the plasma 

conditions.  Even a small variation in the plasma temperature can be detected in the 

spectrum.  

 In the experiments both the spectrum and integrated in-band emission were 

measured. It is also easy to convert the simulated spectra into integrated in-band energy 

detected.  The simulated spectra are simply integrated over the in-band range, in the same 

manner that the TGS data was integrated in chapter 4 for direct comparison to the E-Mon 

data.  Figure 6.8 compares the measured and simulated angular distribution of the in-band 

energy.  The simulation was normalized to the experimental value at 45°.  It is obvious 

that the model does not accurately predict the energy distribution.   

 The bottom graph in Figure 6.8 contains the distribution produced by a spherical 

plasma of uniform temperature and density.  The computational mesh in h2d at time zero 

was used to construct a spherical target with an electron temperature of 30 eV and 

electron density of 5 x 1019 cm-3.  The uniform sphere mesh was then imported into 

Cretin to establish a baseline distribution.  If the code is working properly this case 

should provide a perfectly flat angular distribution.  As can be seen from the figure, this 

is not the case.  It is obvious that the dominant factor for the simulated angular 

distribution seen in the top of Figure 6.8 is this baseline distribution.   

 This baseline distribution is caused by the finite number of ray angles used in 

Cretin for radiation transport.  If there are a significant number of rays, then each detector 

will see the same number of rays, and for the uniform case, a uniform distribution will be 
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produced.  However, the number of rays must be limited in order to make the 

computational time reasonable.  This causes an uneven distribution of rays among the 

detectors.  Slight changes in the position of the target or the detectors cause as significant 

change in the number of rays incident on the detector area.  The expansion of the plasma 

during the laser pulse makes a calibration to account for the baseline difficult, because of 

this sensitivity to position.  The best solution would be to use more rays for the radiation 

transport.  Here this is not a possibility because of the limit on computational power. 

 Despite not recovering the angular distribution of the in-band EUV emission with 

the model, the computational work here is not a failure.  We have seen that the EUV 

spectra were reasonably reproduced with the exception of the features caused by charge 

state saturation.  This alone is valuable to understand the radiative properties of the 

plasma, and to benchmark the atomic data and the radiation hydrodynamic and atomic 

kinetic calculations.  
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Figure 6.4: Experimentally measured and simulated EUV spectra at 0 degrees (top) 
and 15 degrees (bottom). 
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Figure 6.5: Experimentally measured and simulated EUV spectra at 30 degrees (top) 
and 45 degrees (bottom).
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Figure 6.6: Experimentally measured and simulated EUV spectra at 60 degrees (top) 
and 75 degrees (bottom). 
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Figure 6.7: Spectral shift, shown in red, caused by a 16.7% increase in the electron 
temperature calculated by h2d compared to the spectra produced without changing the 
output from h2d, shown in blue. 
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Figure 6.8: Measured and simulated angular distribution of in-band EUV energy (top) 
and the distribution produced from a uniform sphere (bottom). 
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7. Laser pulse duration effects 

In this chapter the effects of the laser pulse duration on the plasma evolution will 

be reported.  Again, the main objective is to understand how the conditions in the plasma 

effect the EUV emission and absorption.  The laser pulse duration affects the plasma 

conditions in several ways.  Perhaps the most obvious is that the plasma scale length 

increases proportionally with the laser pulse duration, as seen in Equation (1.6).  

Manipulating the plasma scale length affects the EUV production by controlling where 

the laser absorption occurs and influencing the amount of EUV emission and absorption.  

Careful selection of the laser temporal pulse makes it possible to pump the plasma when 

conditions are appropriate for EUV production. 

7.1. Experimental description 

 The data presented here were collected using a 1.064 µm pump laser with pulse 

durations ranging from 0.5 ns to 16 ns.  The pulse duration was varied, as described in 

chapter 2, by implementing two different lasers with pulse durations of 0.5 and 7 ns.  

These pulse durations could then be lengthened by means of a delay system to produce 

pulses of 1 and 16 ns respectively.   

 A schematic of the optical delay system can be seen in Figure 7.1.  The laser 

enters the optical delay system by passing through a ½ waveplate.  Because the laser is 

Q-switched, the waveplate in combination with a polarizing cube beam splitter can be 

used to adjust the total laser energy entering the system.  Another waveplate immediately 

follows the cube polarizer to again rotate the polarization of the beam.  This time 
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however, the cube polarizer that follows acts to send a portion of the beam directly to the 

final focusing lens and into the chamber, and the other portion of the beam is sent 

through a delay line.  The beam energy sent directly to the chamber is less than that sent 

through the delay line to account for losses along the delayed path.  The laser energy is 

balanced by monitoring the temporal pulse shape as seen in Figure 7.2.   The delay line 

consists of three mirrors spaced so that the total path length is around 240 cm, giving a 8 

ns delay for long pulse durations, or around 15 cm for a delay of 0.5 ns when a short 

pulse is required.  When the delay path is long, the laser divergence must be accounted 

for by the addition of a telescope.  The telescope is adjusted so that the laser focal spot 

size is the same for the short and long path to the chamber.  The two spots are aligned via 

focal spot imaging to within a few microns. 

 Adjusting the delay line spacing varies the pulse duration of the 7 ns pulse to give 

13 or 16 ns.  Pulse durations from 1 ns to 7 ns could not be obtained in this experiment, 

data from Ando et al. [49] is included to cover this range for comparison.  However, it 

should be noted that the laser focal spots size in Ando et al. was significantly larger, 500 

µm, than that of this work, less than 300 µm. 
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Figure 7.1: Schematic of the laser delay system for producing extended pulse 
durations. 
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7.2. Conversion efficiency dependence on intensity 

 When the laser pulse duration is changed, the intensity, energy, and/or focal spot 

size must also change.  However, the most important factor for efficient EUV production 

is the laser intensity.  In Figure 7.3 the in-band CE is reported for various laser intensities 

when the pulse duration was 0.5, 1, 7, and 16 ns.  The data for the 0.5 ns pulse duration 

had a fixed spot size of 300 µm, and a focal spot size of 250 µm or 160 µm was 

implemented for the 1 ns pulse durations. The laser energy was also adjusted to vary the 

intensity.  These spot sizes are around twice that used for laser pulses of 7 ns and above.  

The in-band CE is measured by integrating the E-Mon signal and dividing it by the laser 

energy.  When the pulse duration is short the spot size must be large or the energy low to 

access the same intensity.  When the laser energy is too low the E-Mon signal to noise 

ratio becomes too small, and the percentage error in the shot to shot laser energy 

increases, making the in-band CE measurement contain more error.  For the 7 to 16 ns 

pulse durations, data were collected by both fixing the laser energy and varying the focal 

spot and fixing the spot size and changing the energy.  The spot size range was from 75 

to 230 µm.  There is a weak dependence on in-band CE when the focal spot is within this 

range [104].  In Figure 7.3 all data collected at a given intensity are included whether 

they were with fixed energy or spot size. 
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Figure 7.3: Dependence of in-band CE on laser intensity for 0.5, 1, 7, and 16 ns. 
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As described previously the very short pulse duration of 0.5 ns leads to large error 

in the CE measurement.  This is evident in Figure 7.3 where the error bars for the 0.5 ns 

pulse are much larger than those of the other pulse durations.  In the collection of the 1 ns 

data, twice the laser energy could be applied to maintain the same laser intensity, and this 

was enough to all but eliminate errors due to a low signal to noise ratio.  Additionally the 

laser energy is more accurately known once the energy is above 60 mJ because of the 

lower detection limit on the laser energy monitor. 

 From the figure, especially for the longer pulses, it can be seen that the rising 

edge of the CE is steeper than the falling edge.  When the laser intensity increases the 

plasma temperature will also increase.  From Sasaki et al. [105] we can see that there is a 

sharp increase in in-band emission as the temperature increases above 20 eV, and as the 

plasma continues to increase beyond the optimal temperature, 30 eV, the in-band 

emission decays rather slowly, reaching sub 20 eV levels only after going above 70 eV.  

The sharp onset of efficient in-band emission can be attributed to the minimum 

temperature needed to obtain charge states that contribute to the emission, around charge 

state Sn7+.  Further heating of the plasma only increases the charge state to the optimum 

around Sn10+, and even more heating slowly shifts the plasma to higher charge states 

away from the optimum, but which still emit in the in-band region. 

7.3. Conversion efficiency’s dependence on pulse duration 

 It is evident in Figure 7.3 that the ideal intensity is around 5x1010 W/cm2 

regardless of the pulse duration.  It is near this intensity that the data in  
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 were acquired.  Here the maximum CE for each pulse duration is presented.  It is clear 

that the very short pulse durations do not provide optimal conditions for efficient EUV 

emission.  When the pulse duration is very short, the density in the emitting region is 

above the optimum of around 1019 cm-3 resulting in a low CE.  The laser is absorbed near 

the critical density, and the plasma is heated to around 70 eV.  At such a high density this 

temperature far exceeds the optimum for in-band emission.  Deeper within the plasma the 

temperature is cooler and near optimal levels.  However, the density is much too high 

causing the in-band photons emitted from this region to be totally absorbed, hence low 

CE. 

 As the pulse duration increases the plasma scale length increases so that the 

density in the emitting region is more suitable for efficient EUV emission.  Additionally 

the surrounding plasma is still short enough that the absorption of the EUV is minimized.  

This is the mechanism responsible for the rapid rise of the CE up to 2 ns pulse durations.  

As the pulse duration grows beyond 2 ns the dominant EUV emission region is 

surrounded by cool dense plasma, which acts as an absorption region and we see a drop 

in the CE [49]. 

 Eventually, as the pulse duration continues to increase, the laser absorption begins 

to spread out over a longer path due to the ever increasing plasma scale length.  This acts 

to reduce the peak plasma temperature and increase the amount of plasma in the optimum 

temperature range.  For several ns the play between emission and absorption is balanced, 

and there is very little change in the CE as the pulse duration increases.  Once the plasma 

scale length has reached a critical value the CE once again increases, because the laser 

heating is occurring at a lower density where the efficient temperature range is much 
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broader as can be seen in Figure 7.5.  This figure shows the dependence of the in-band 

emission on the plasma temperature at various electron densities.  It is clear that lower 

electron densities emit efficiently over a larger temperature range. 
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Figure 7.5: Spectral efficiency of the plasma calculated by Sasaki et al. from [105] 
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7.4. Pulse duration effects on EUV spectra 

 The EUV spectra, in Figure 7.6, provide evidence for the explanations above.  

The spectra are normalized to one another at 13.5 nm for comparison.  First the 0.5 ns 

laser pulse yields an EUV spectrum typical of a plasma that is strongly absorbing the in-

band emission.  There is a clear dip in the spectrum from 13.3 to 14.3 nm.  This is the 

same dip seen in chapter 4, and it is caused by the resonant lines in Sn9+ to Sn13+ [65].  

This effect is only seen with the optical depth, given by 

 (7.1) 

 where is the total absorption coefficient at frequency , is significant.  The 

absorption coefficient is related to the radiation mean free path by, 

 (7.2) 

 

We know that the plasma scale length is relatively short for such a short laser pulse.  

Hence the path length, x, is small.  For there to be significant absorption the absorption 

coefficient must be relatively large.  From Equation (7.2) it is clear that as the density of 

the plasma increases  increases proportionally, therefore where the plasma is dense 

more absorption takes place.  The overall shape of the 0.5 ns spectrum is similar to that of 

the longer pulse durations with the exception of the dip. 

 Comparing the 7 ns pulse spectrum to that of the 16 ns pulse, it is clear that the 

latter is narrower.  The features in each case are similar, but the longer wavelengths are at 
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a higher intensity for the 7 ns pulse.  Just from the spectra one could argue that the EUV 

emission region has similar plasma conditions, with the only difference being that the 

density is higher for the 7 ns pulse.  It is known that as the density of the plasma increases 

inner-shell and multiply excited configurations become more populated.  As a result more 

emission is produced in the satellite lines from the 4d-4f, 4p-4d, and 4d-5p transitions 

[65].  Hence, the spectrum will be broader when the density is higher. 

  The emission and absorption as calculated by Sasaki et al. [65] can be seen in 

Figure 7.7.  Both optically thick and optically thin emission spectra are present making 

the observed spectra for the various pulse durations more clear.  When the plasma is very 

optically thick, as in the short pulse case, the emission spectrum shows a very strong dip 

near the in-band portion.  As the plasma becomes more optically thin to the EUV, the 

spectral dip diminishes, as is the case when the pulse duration is extended. 
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Figure 7.6: Typical spectra for 0.5 (red), 7 (green), and 16 (blue) ns pulse durations. 

 
Figure 7.7: Schematic of EUV emission and absorption adapted from Sasaki et al. 
[65]. 
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7.5. Pulse duration effects on EUV plasma density 

 Finally we look to the plasma density profiles which show the increase in scale 

length with pulse duration.  In Figure 7.8, the line profiles along the laser axis can be 

seen.  The densities for a 0.5, 7, and 15 ns pulse are presented.  The top of the figure 

shows the log base 10 of the electron density for ease of reading.  While the lower figure 

has the natural log of the electron density so that the plasma scale lengths can be 

calculated.  To acquire the profile for the 0.5 ns pulse the Surelite laser was used in 

combination with a CCD camera with a 2 ns gated MCP.  This does not allow for an 

accurate measurement of the peak density as the image is exposed for much longer than 

the laser pulse.   

 Despite this, a reasonable plasma scale length of 72 µm can be calculated for the 

short pulse. From this scale length the average charge state and the electron temperature 

can be calculated, as in chapter 4, to be 14 and 60 eV respectively.  The 7 and 15 ns 

pulses have plasma scale lengths of 192 µm and 322 µm respectively.  Again the average 

charge state and electron temperatures can be calculated to be 14 and 60 eV for the 7 ns 

pulse and 13 and 40 eV for the 16 ns pulse. 

 It is immediately clear that the shorter pulse durations cause a steeper density 

gradient, which causes the laser absorption to occur very locally near the critical density.  

At first it may seem advantageous to create a short scale length plasma in order to reduce 

absorption of the in-band light.  However, the density is so high where the laser is 

absorbed the in-band light can not escape.  By increasing the scale length, the laser 

absorption occurs over a larger volume.  This has a two fold effect: one the peak 
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temperature is reduced to a more suitable level for efficient in-band production, two the 

surrounding plasma temperature is higher, reducing the absorption of in-band light as it 

passes through the plasma. 
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Figure 7.8: Electron density profiles along the laser axis for 0.5, 7, and 16 ns pulse 

durations.
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8. Conclusions and possible future directions 

 In this work laser-produced Sn plasmas were investigated as an efficient source of 

EUV emission.  Plasma diagnostics such as an in-band EUV energy monitor, TGS, EUV 

imaging system, Nomarski interferometer, and fast photo diodes were implemented in an 

experimental campaign to investigate the production and transport of 13.5 nm EUV 

radiation.  Two-dimensional radiation hydrodynamic simulations coupled with a 

collisional-radiative atomic physics code were used to gain a better understanding of the 

underlying physics involved in the production and transfer of in-band radiation.  The 

results of these experiments and simulations can be found in chapters 4 – 7. 

 In chapter 4 the results of the experimental campaign to explore the difference in 

the EUV emission between planar and spherical targets was presented.  It was seen that 

the plasma expansion plays an important role in the absorption of in-band EUV emission.  

It is likely that similar levels of in-band EUV energy are generated along the laser axis, 

where the temperature and density are conducive to the appropriate atomic transitions.  

The difference, as is demonstrated by the angular distributions of the two target 

geometries, is in the surrounding plasma that absorbs the emission from the plasma core. 

 For planar target geometries a simple model was developed to demonstrate the 

two-dimensional nature of the emission and absorption of the EUV light.  The simplified 

plasma geometry by assuming the emission originates from the core the plasma 

uniformly, and that the absorption takes place in the outer regions of the plasma where 

the absorption coefficient depends on the location.  The magnitude of the emission is 

dependent upon the angle and size of the plasma.  The absorption is determined by a 
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pathway through the absorption region and absorption coefficient of that region.  The 

model was able to re-create the measured angular distribution of the in-band EUV 

emission.  The model was also able to accurately predict the dimensions of the emission 

region, as confirmed by the EUV image.  Additionally the absorption region thicknesses 

predicted by the model were confirmed by the two-dimensional electron density profile. 

 The simple model has obvious shortcomings such as assuming uniform emission 

from the core plasma alone, using a single absorption coefficient in each region, and 

assuming the plasma regions are rectangular blocks.  The use of a single absorption 

coefficient in each absorption region is probably the most problematic assumption.  As 

we saw, the temperature and density gradients lead to rapidly changing opacities along 

the laser axis, which lead to errors associated with the emission from the front surface 

and the longitudinal absorption. 

 It was seen that when the spherical target geometry was employed, the angular 

distribution matched that of the planar target from 30° to 90°.  Between 7° and 30° the 

spiritual targets producer large dip the angular distribution.  This dip is thought to be 

caused by ions produced near the laser axis expanding laterally outward and cooling to 

produce a more absorbent region of the plasma.  This process not only reduces the total 

in-band emission by increasing the opacity of the plasma in a small region.  It also allows 

for increased lateral transport of energy away from the dominant emission region located 

within the laser spot. 

 This work only measured the angular distribution of the in-band EUV emission 

for a particular geometry with specific laser parameters.  It is expected that different laser 

spot sizes, intensities, and pulse shapes, as well as, sizes of spherical targets would yield 
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different angular distributions of in-band light.  This is of great importance since the total 

in-band CE over 2π is one of the key issues for a commercial EUVL source.  Much more 

work is needed to fully characterize the effects of laser parameters in combination with 

target geometries on EUV emission.  It should also be noted that in order to accurately 

measure the total in-band CE, the angular distribution of the light must be properly 

measured under the exact conditions as the CE measurement.   

 In chapter 5 the results of two-dimensional radiation hydrodynamic simulations 

were presented for the spherical geometry target.  An attempt was made to perform 

simulations for planar geometries, but bowties in the computational mesh prevented the 

successful completion of the simulations.  We were able to construct planar 

computational meshes that did not bowtie, however the zone spacing was so course that 

the simulation offered little insight into the relevant physical processes.    It may be 

possible to carefully design the mesh in a way that avoids bowties at the edge of the laser 

without sacrificing the mesh resolution to such an extent as to make the simulation 

useless.  Attempts to do this had varying levels of success.  In the future h2d may be 

updated and improved to the point where this will no longer be an issue. 

 On the other hand, h2d was able to run the spherical geometry to completion 

without any bowties.  It was seen that the electron density of the simulated plasma agreed 

with the experimentally measured density.  The agreement held in both the lateral 

direction and along the laser axis, providing confidence that the simulation accurately 

modeled the plasma properties.  The plasma temperature profile produced by h2d was 

then compared to the experimental in-band EUV images and temporal profile, measured 

with a fast photo diode.  This showed that the in-band emission that escapes the plasma is 
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produced where the plasma temperature is around 20 eV.  The literature often states that 

the dominant in-band emission region should be at 30 eV.  It may be true that a 30 eV 

plasma will produce more in-band emission, although the Cretin results in this work show 

again that 20 eV is the optimum temperature, but absorption is a key factor.  Most of the 

in-band light produced deeper in the plasma than the 20 eV region will be absorbed 

before it can escape.  It is this high absorptivity that makes longer wavelength pump 

lasers attractive. 

  In chapter 6 simulated EUV spectra were presented.  The most notable result here 

is that the spectra produced by Cretin using the atomic data from HULLAC contained 

many of the features observed in the experiments.  There are both emission peaks and 

absorption dips that agree to within the error of the TGS.  This is an indication that the 

atomic data is accurate and contains the relevant atomic transitions.  The atomic data 

were limited to charge states 6 – 14.  This caused a charge state saturation that manifests 

as increased intensity of several distinct peaks near 14.2 nm.  This could be remedied by 

including a broader range of charge states, but with only a few transitions each. 

 We also saw that there are considerable differences between the different NLTE 

atomic physics codes, as seen in Figure 3.1.  Cretin’s calculations of the average 

ionization level were in the higher range of the codes compared there.  This would have 

the effect of shifting the optimum temperature for efficient in-band emission to a lower 

temperature.  We have already seen that the experimental results along with the h2d 

simulations showed that the majority of the in-band emission is produced at 20 eV.  The 

results from Cretin agree with this, and it was seen in Figure 6.3 that the in-band light is 

produced when the plasma temperature is near 20 eV. 
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 The coupling of h2d with Cretin could be a valuable tool for studying LPP if 

accurate atomic data can be acquired.  The work completed here is only the first step for 

numerical simulations of Sn LPP.  From here it would be simple to model many different 

cases in order to understand the effects of such things as laser intensity, focal spot size, 

and, probably most importantly, laser wavelength.  It may also be possible to study target 

geometries that would be difficult to produce in the laboratory, yet relatively simple to 

create in a simulation.  This would depend on the ability to resolve the bowties in the 

computational mesh for h2d. 

 Finally the effects of pulse duration on EUV emission were explored.  Although 

we were unable to completely reproduce the results found in Ando et al. [49], the data 

points at 1 and 7 ns agree with those results.  It was found that, though the optimum pulse 

duration is around 2 ns, longer pulse durations, as high as 16 ns, can efficiently produce 

in-band EUV.  It is possible that the trend of increasing CE as the pulse duration 

increases could continue past 16 ns to the point where 2 ns is no longer the optimum.  

Further experiments, preferably where the pulse duration can be easily controlled, should 

be carried out to determine what the optimum pulse duration is for a 1 µm pump laser.  

This could be accomplished with a modulated low power frontend laser followed by 

several stages of amplification. 
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