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Symboal Description

a Slope of the function y=ax+b

Qg » Dyt Coefficients for the computation of the diffusiometficient
A Surface area over which the phase change occurs

A AT Rotation matrix and its transpose

A Surface area of the particle

Ar Archimedes Number

b andc Third and fourth time derivative of position vecsor

C Molar density in the void

CA,hl’ CA,h2’ CB,hl’ CB,h2

Molar concentration of species A and B at locatibhsand h2

¢, C,, Cs, C,

Gear coefficients for corrector step

C.C,C,,C, Constants of integration

Ca Diffusion coefficient

Cus Effective damping coefficient in elastic contact
C, s Specific heat capacity of the gas

C,. part Specific heat capacity of the particle

C.s Specific heat capacity of the solid

CG,q Center of gravity of the void

d equilibrium layer thickness

d g Gap width in figure 2.3 and Eq. (44b)

D Diameter of the pipes in Hagen- Poiseuille flow
D,s Diffusion coefficient of species A through spedies
D, Effective diameter of the pipes in Hagen- Poiseulthw
d, Diameter of the particle

g Diameter of the bed

e Coefficient of restitution

eb Body fixed coordinate system

b Time derivative of the body fixed coordinates
es Space fixed coordinate system

as Time derivative of the space fixed coordinates
Evin Epot. Erot Egasic Kinetic, potential, rotational and elastic Energy
Ero Total Energy in the system

E Initial total energy of the system
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AE Variation in total energy

f Friction factor

f, Magnitude of drag force on a single particle

F Force vector

Fooyency Buoyancy force vector

F Normal Force vector

F Tangential Force vector

Frot Total Force acting on the particle during collision

F, Gravitational force

0,9 Gravitational constant as vector and scalar

h Heat transfer coefficient

H Fluidized bed height

h,,h, Time dependant layer thicknesses, see figure 3.1

AH| Heat of sublimation

I Value of the mass moment of inertia

I I Values of the mass moment of inertia tensor arqariretiple

XX lyy! Tz

axes

K, K Thermal conductivity of the solid

K gas Thermal conductivity of the fluidizing gas

Ky Effective spring constant in elastic collision

Ko Permeability

Kice Thermal conductivity of ice

K.apor Thermal conductivity of vapor

L Distance of separation of the two surfaces

m m, Mass of particle

mes Mass flux of the gas through the bed

me Mass flux into the void

M,, Mg Molecular mass of species A and species B

n Coordinate normal to the surface

Not fin s Nape Number of moles of DT at filling, and Skle

N Surface normal vector

N Coefficient to determine time step sizes duringvengence
demonstration

An Increment along surface normal

N,, Ng Molecular flux of species A and species B

Nu Nusselt Number
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Offset vector

Pressure

Total pressure in the vapor space

U|To|9°
e

Partial pressure of species A at the interfacesnullh2

JU

=)
=3

Critical pressure

=

Fill pressure

0| U

«

Pressure in the gas phase

Partial pressure dHe

<-U (A)-U
- |3
<0

O

3

Temperature-dependent vapor pressure over solidTpf

o

Pressure drop

-

Prandtl Number

Surface heat flux

O | I|>

Total heat transferred between the particle andyése

0.

Volumetric heating rate

Gos Gy 25 G

The four components of a quaternion

o> &hs G2, Y5

First time derivatives of the four components gjuaternion

r

Radial coordinate

(Outer) radius of the sphere

Universal gas constant

R
Ry
R

Inner radius of spherical enclosure

r‘i,cg

radial coordinate of the center of gravity of tfesgous portion at
grid point (., z;)

1717

Outer radius of spherical enclosure

Increment in radial direction

Reynolds number (general)

Particle Reynolds number

Particle Reynolds number at terminal velocity

Coordinate along the interface

Position vector, velocity and acceleration

Distance between the centers of the inner and sptesre

Coordinate along the interface that intersects wigjnid line in Z
and R direction

Time

Tritium half life

Time step size

Temperature

crit

Critical temperature
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Te Fill temperature

Ty Toas Temperature of the gas

T T T Temperature of the inner interface

T, Outer surface temperature

T, Temperature of the cooling gas

AT, Raise of the temperature in the gas

AT Change of the target surface temperature

Tertoce Temperature of the pellet surface

u Unit vector

U Fluid velocity (y-direction)

U, Terminal velocity of particle ( absolute value)

5,8, Tangent and normal components of target velocity

\% Volume

\'A Velocity of the interface (normal to the interface)

Vouter sphere Volume of a sphere of radius R

Viotal void Total volume of the void

AV Change in volume of the void

v,andv, Particle velocity before and after collision

W soctive Effective weight

X, X, X Space variable, see figure 1

Xpy Xg Mole fraction of species A and B

AX Distance between center of gravity and center @kffhere

z Axial coordinate

Z Axial coordinate of the overall center of gravity

. Axial coordinate of the center of gravity of thesgaus fraction a
I.cg grid point (;, z;)

Az Increment of axial coordinate

y Coefficient of viscous friction

a Parameter defined in Eq. (47)

5 Difference between equilibrium layer thickness antlial layer

thickness

o Speed of the interface

L) Difference between equilibrium layer thickness antlial layer
0r 71 thickness at time =0 and time = t1

£ Void fraction
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£ a8 Lennard Jones Parameters
EpEgrEpg —

R s
K Parameter defined in Eq. (47)
u Coefficient of friction
U Fluid viscosity
v Richardson Zaki Coefficient
O; Density of the fluidizing fluid
Ps Density of the solid
Py Density of the gas phase
R Density of the particle

Lennard Jones Parameters

Total layering time constant

T, Layering time constant due to non-participating gihscts

T erm Permeation time constant for nitrogen through thA&1B shell
witium Time constant of tritium decay

° Torque on the target in body coordinates

s Torque on the target in space coordinates

®»° Time derivate of the particle’s spin in body fixeabrdinates

®°® Particle’s spin in space coordinates

1/ Dimensi(_)n_less tangential velocity (absolute vahefpre and

after collision
Q. Coefficient related to Lennard Jones potential
O] Oscillation frequency

XX




SUBSCRIPTS

The following subscripts are used in this work éssl specified otherwise in the text):

cg Quantity with respect to the center of gravity

cs Quantity with respect to the center of the sphe

ij Chapter 2: Refers to thBand | particle

ij Chapter 3: Refers to th8 point in radial and tH"jpoint in axial
direction

k Refers to thekmarker point

n,n+l,n-1  Refers to thé’nn+1, n-1"time step (in chapter 2)

N Refers to a position along the interface betwearkers
r Refers to the radial component of a vector

z Refers to the axial component of a vector (iapthr 3
X,y and z X, Y, and z component of a vector (iapthr 2)

SZ, SR Refers to a position along the interfaceititarsects with the gridlines Z
and R, respectively

N1, N2 Refers to a position along the surface nbrma

D,, DT, H,ODeuterium, deuterium-tritium mixture, water

“Celsius” Use temperature value in degrees Celsius

“Kelvin” Use temperature value in degrees Kelvin

SUPERSCRIPTS

The following superscripts are used in this wonkl¢gs specified otherwise in the text):

b Refers to the body fixed coordinate frame
C Refers to the corrector step

in, out Refers to quantities before and afterlhsoon
n Refers to the'htime step (in chapter 3)

p Refers to the predictor step

S Refers to the space fixed coordinate frame
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ABSTRACT OF THE DISSERTATION

Numerical and Experimental Studies of IFE Targetdrang in a Cryogenic

Fluidized Bed
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Kurt Julian Boehm
Doctor of Philosophy in Engineering Sciences (Meite Engineering)
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A. René Raffray, Chair

The redistribution of deuterium (DD) or a deuteritntium mixture (DT) to
form a layer on the inside of spherical inertiaiin energy (IFE) capsules is a
challenging problem because of the symmetry remergs of the fuel layer thickness,
the smoothness requirement of the outside targktcay the number of targets
required, and the time restriction on the produrcpoocess.

Several physical processes have been identifiedacact with each other to

influence the outcome of the layering processfinidized bed. These include the gas-
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flow-speed-dependent movement of unbalanced sptteragyh a fluidized bed and the
resulting local heat transfer coefficient on thegyéh surface from the cooling gas. The
mass redistribution speed of the fuel inside thedl sbwards a uniform layer and the
final layer thickness uniformity depend on the &tan in time-averaged local heat
transfer coefficient along the outer target surfaifaile a high gas flow rate through
the bed would lead to more uniform time-averageat transfer coefficients, the high-Z
layer covering the outer target surface has beearabd to deteriorate through
collisions at high impact velocities which occuridg fluidization at high bed
expansions.

The focus of this work was to develop numericalgdo help model and
understand the physics involved in the fluidized l@ering and to assess the influence
of key parameters on the layering outcome. Tworseépanodels have been developed
independently for particle behavior in a fluidizeedd and for the coupled mass and heat
transfer processes governing the layering prot¢kesse models include unique
boundary conditions, beyond the capability of catisefound commercial software.

The models were validated through comparison widotetical results and laboratory-
scale experiments. They were then combined to ntbdegntire layering process and
used for parametric analyses. From these analgsesdow of operating parameters

was identified at which a prototypic layering expent is likely to be successful.
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1. Introduction

1.1 Technical Motivation

Fusion energy has been identified as a cleanj@&itiand abundant source of
energy for the future. The underlying physical cepis have been discussed at large
and are well accepted within the scientific comryriiowever on the technical side,
much work is required towards the design and ratidim of a steadily, reliably, and
safely operating economic power plant. For the mewyis, this means the integration of
technologies from many different disciplines.

This study is based on the inertial fusion enetgi£) approach utilizing
multiple laser beams to implode a direct drive (Bpherical fuel pellet containing a
deuterium tritium (DT) mixture. At a frequency of510 Hz, a target will be injected
into the reaction chamber and hit in flight by laseams causing a continuous sequence
of fusion events. The system parameters and spatifns relevant for this research
will be presented in this study, while the fullhedcal details of the baseline design can
be found in the High Average Power Laser meetichiges or in the publications of
Sethian et al. (2003and Meier et al. (2008)

One of the major technical challenges for IFE tetbgy lies in the production
of the fuel pellets. In order to provide enough povor an economic power plant,
about 500 000 shells need to be produced per daya Righ gain fusion event to be
successful, these targets must fulfill very stsiyinmetry and surface finish
requirements. In the high average power laser (HAfldy, the baseline design of the

fuel pellets consists of a foam shell, containirigiek layer of frozen DT with a



gaseous DT core in the cerftérThe design includes a thin high Z coating (Aut\ar
Pd) on the outer surface of the target to reduednétat transfer onto the target during
injection into the reactor chamber. A schematitheftarget structure is shown in fig.
1.1. The production process of the fuel pelletstrpusvide a high level of confidence
that the targets meet the symmetry specificationgvery target, since only a fraction
of them can be inspected before injection. As patthe safety considerations for a full
size power plant, the total tritium inventory mbstkept to a minimum, which limits
the available time for target filling and layerirg.addition, the quality of the fuel
deteriorates over time due to tritium decay, wtatdo calls for a fast production

method.

800 A 50/50 Au/Pd outer layer
CH seal coat

FoanVDT (ablator) ,g¢

DT Ice (fuel)

¥
&
DT Vapor s.@
}\o Temp.=17.3 K
] 3
Sector of ,C’ DT gas p = 0.2 mg/cm
Spherical
Target
(NRL Design)

Figure 1.1: Schematic of the baseline target sirecis
specified by the National Research Laborat6ries



1.2 The Target Layering Process

The underlying physics of mass redistribution talgaa spherical layer inside a
hollow sphere, a process called layering, has desaribed theoretically by A.J. Martin
and R.J. Simms (198%7)This analysis shows that if the surface of spiatargets,
filled with frozen DT, is kept in a highly isothealhenvironment, the volumetric
heating from the beta decay (~0.05W/cc for solidddTriple point) of the tritium can
drive non-uniform DT ice layers towards uniformityhe bulk heating will induce
sublimation of fuel into the gas phase at the irsueface of thicker parts and
condensation of gaseous fuel on the inner surfattermer layers. The speed of this
process depends on the magnitude of the bulk lipdthese authors were confident
that the beta heating in DT shells is sufficiemttfee use of this process in mass
production of reactor size targets in the requiedntities. A derivation of the
underlying equations and their expansion for the dimensional case is shown in
chapter 3. In general, we can conclude that, giveanstant temperature environment
and a uniform volumetric heating of the solid fueke symmetry requirements of the
targets are theoretically considered feasible.

Harding (2006) demonstrated experimentally that in principle pheduction of
spherical deuterium ice layers for direct driveytds is possible. In these experiments,
the targets were placed in the center of a cogpering sphere to provide spherical
isotherms. In the absence of tritium, whose radiviég makes it difficult to handle, an

infra-red (IR) heating source was used to prodwteruetric heating in the deuterium.



0The wavelength of the IR light is matched with #fosorption spectrum of deuterium
to provide uniform volumetric heating. The targapggort in this experimental setup
was made out of 4 micron diameter spider silk. Bb#hexact target positioning in the
center of the copper sphere as well as the eftédte target support on the layer
uniformity made this approach impractical for IFEget production; however, many of
the results presented in this work (cooling ratescwystal growth rates and non
uniformities resulting from temperature differencean help in the design of a mass
production process. In particular, a very preagsegderature control (< 1.0 mK) is
essential for successful target layering. In additit has been shown that the
smoothness of the inner surface can be improvepplying extremely slow
cooling/freezing rates.

Several ways have been studied in the literatupgder to increase the
temperature gradients at the inner surface ofdéayer. Larger temperature gradients
would lead to faster layering times. These conceplsde the use of an additional
volumetric heat source in the DT case (IR-lamyelectrically heating the gas inside
the target. C.M. Chen, T. Norimatsu et al. (19985)f'’ as well as E.R. Mapoles et al.
(19967 published results indicating that very fast laygriimes and very smooth layers
could be the result of heating by a microwave disgé plasma.

Earlier research dedicated to efficient mass prtdo of uniformly layered
targets occurred in the LAPLAS experiments andHA®L program. E.R. Koresheva
(2006Y and Aleksandrova (2004)presented the Free-Standing-Technology proposed
as part of the LAPLAS experiments. The core eleroéttiis technology is a 3mm steel

tube of about 1.5 m length, which is coiled aroaratyo-cooled copper cylinder. The



shells are dropped into the tube, and as theyloolin, they are rapidly cooled to
approximately 15K. The rotation of the shells ipested to cause the growth of a
symmetric layer. The non-uniformity and inner sagaoughness results published lie
far below the requirements for successful targ@lasion. The second approach, which
will be the focus of this research, utilizes adiaed bed for mass production of IFE
targets (Alexander, 2003) Provided good bed fluidization is maintained, ‘tirae-
averaged” temperature environment of the spherespscted to be very uniform.
Different heating apparatus (microwave dischargklBnheating) can be tested in an
experimental setup; however the fluidized bed patars have to be adjusted to
provide optimal “time-averaged” quantities, withgempardizing other characteristics

like surface finish or cracking the thin walled ke

1.3 Fluidized Bed Layering

For many reasons, a fluidized bed is a very prmgigiea for large scale target
layering. Large beds can be filled with many tasgatreasonable temperature rise
through a precisely controlled gas stream seensibleaand the operation parameters
of the bed are expected to be adjustable to readdom target movement and spin
throughout the bed, imposing a “time-averaged” amif temperature field onto the
targets. In a series of experiments, the proofrioiciple of this layering technique was
given using a Neopentyl Alcohol as a surrogatenfarogen (Alexander, 200'3)
however the fluidizing parameters were not optirdjznd the requirements on layer

uniformities were not satisfied.



Some restrictions narrow the parameter space cesstul fluidized bed
operation. The gas pressure in the bed has todberough not to crush the thin walled
targets. It has also been observed that high inqudicsions damage the surface of the
outermost high — Z layer limiting the bed expansabmhich the bed can be operated
which ultimately limits the gas speed at the bottolat. With an upper bound for the
operating pressure and the gas speed, the hesfetrivetween the gas and the shells is
restricted. This leads to a significant temperatgreglient throughout the bed, since the
shells deposit heat into the upstreaming gas. Tirétime-averaged” temperature
variation in target position inside the fluidizedd) the necessary uniform temperature
environment in the immediate vicinity of the targatll can be provided by choosing
the appropriate operating point. Analysis of thaipkes’ motion through the bed and
rotation around random axes while applying difféféndizing parameters is the key to
determine the outcome of this process.

Preliminary calculations using empirical fluidizeed relations (Rowe, 197€)
show that the particles’ circulation frequency (rament of the particle from the
bottom of the bed to the top and back down) careeteal to have a value of 1.6 Hz for
spheres of similar size and weight to the HAPL sizget$®>* when fluidized in
helium. An estimate for the resulting non-uniforyrshows that under these
circumstances, a target would lie within the HARess after 16 hours of fluidizatith
In the proposed process, shells are gas filledahrtemperature and then cooled in a
constant-volume-process (the amount of gas inhbk# and the shell volume remain
constant during the cooling process). After condenand freezing, the mass of the

fuel will be accumulated on the bottom of the shellhis leaves the spheres strongly



unbalanced which impacts the bed’s behavior ab#éugnning of the fluidization and
layering phase.

While the behavior of a fluidized bed with spheki@aget is well described in
the literature, an attempt to compare and quatit#yspheres’ motion for unbalanced

spheres during fluidization has not been doneeweh empirically.

”

1.4 The “Mass Production Layering Experiment (MPLX)

To extend the proof of principle of a layeringhrology based on a fluidized
bed from surrogate layering (around room tempeeatiar cryogenic deuterium
layering, a prototypic experiment is being set yphe Inertial Confinement Fusion
(ICF) group at General Atomics. After demonstratimg functionality of this mass
production process in a fluidized bed, which wplesate at around 18K (the triple point
of deuterium), the prototype can be scaled up fiedyoratory size to full size power
plants.

In this setup, 100 — 200 targets (Poly Alpha MetBiyirene (PAMS) 4mm in
diameter, 3um in wall thickness) are filled in a high presspegmeation cell. Due to
symmetry constraints the targets cannot be purdttuith a fill tube, and need to be
filled by a permeation process. The pressurizasaone at room temperature, since
permeability of the shells drops significantly agagenic temperatures. In order to fill
the shells to volume fractions of ~ 43 % solid faetl 57% gaseous fuel, the shells need
to be pressurized to ~1150 atm (17 ksi) at roonptgature. This process and the

hardware necessary are described in Appendix [er &fe shells are filled with gas,



they are cooled while still under pressure pastthieal point. Once the gas starts
condensing, it will be gathering at the bottomha shell as the shells are immobile in
the high pressure cell. Once cooled down pastripie point (18.69 K3, the excess
gas surrounding the shells is evacuated. As astegtthe shells containing are
transferred into a glass tube (about 2.54 cm imdtar) where they are fluidized by a
gaseous helium stream. At the beginning of theriagegrocess, the fuel is frozen to
the bottom of the shells. In order to simulatevbkimetric heating from the beta
decay, an IR light source will be used (Alexandittner, Boehm et al., 2006)*°,
however the use of a microwave discharge plasmial @t@uexplored. When cooled by
the fluidizing gas and simultaneously volumetrigdieated, the layers are expected to
grow uniform according to the layering theory.

Due to the cost involved in this experiment, ameldifficulties associated with
every single run as well as the time it takesltdte shells, pump the system to
vacuum, cool it down to 18 K and transfer the sh@llhich is a very delicate process as
can be seen from Appendix F), it would be a grdataatage if the range of parameters
for an optimized outcome could be determined arpfidis would limit the number of
experimental runs needed to successfully demoedtieget layering and would help to

drastically reduce research cost.



1.5 Research Goals

The goals of this research endeavor are: 1) o tnatlerstand the multiple
interacting physical processes governing the lageprocess in a fluidized bed under
the unique cryogenic conditions; 2) to develop nucaé models simulating these
processes; 3) to apply the models in order to agseshat extent a uniformly layering
target can be achieved in a fluidized bed, an@ fpetform parametric studies in order
to provide pre-experimental recommendations orsétep of the proposed MPLX
experiment (in particular regarding the paramepace which would increase the
likelihood of successful target layering.

Numerical tools to simulate the combination of pbgkprocesses would allow
us to find a set of optimized fluidization paranmisteén which fast layering can happen
while the outer surface quality is conserved. Irgarameters include the flow speed,
flow field, inlet temperature and pressure of ths,gand the heating rate applied to the
shells. The relevant output parameters includeXpected layering time, the maximum
layer uniformity that can be expected and an esérofthe surface damage from
possible violent collisions in the bed. Severe dgenan the outer high-Z layer has been
reported (Boehm, Carlsdfi)'’ for fluidized bed operating at both room tempem@and
at cryogenic temperatures, as discussed in Se@ién The numerical models need to

be tested and validated before being used for petranstudies.
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1.6 Numerical Approach

Since the behavior of strongly unbalanced spheredluidized bed has not
been described and analyzed in the literature@enigal tool was created to simulate
this issue. In this model the position, velocityglamientation of all shells is followed
over time. From this information, the time averagedt transfer from the gas to the
shells and the time averaged local temperatur@®woutside of each shells can be
determined.

In a second model, the influence of the local heaisfer coefficient on the
layer formation needs to be assessed. Since tlie areunbalanced, we can expect
that, at least for small gas flow rates, the sheilisdevelop a preferential position in
the gas stream. Based on this preferential positi@nlocal heat transfer on the outer
shell will be non-uniform for each shell.

As a final result, the influence of the bed behawio the final layer quality is
assessed along with parameters like layering timeeapected surface damage. Some
example cases are being explored for an MPLX-ldtes

The benefit of a numerical model is that the gldiednavior of a fluidized bed
with unbalanced spheres can be explored for diftdtew parameters. The movement
of the individual targets can also be followed, ancestimate of the time-averaged
temperature field and heat transfer coefficientlwaigiven. Apart from gas flow
parameters and geometric dimensions, the influehttee unbalance (the distance
between the center of mass and the geometricagent target movement through the

bed, and impact velocity during collisions can helged parametrically.
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Before applying this model to the MPLX case, vasi@alidation steps needed
to be performed by comparing model results to thigeal, empirical and experimental
results. The laboratory-scale experiments that wesggned and operated as part of this
work include a room-temperature fluidized bed getaihelp understand the bed
behavior under conditions simulating as best ptesgiototypical operation, and to
help benchmark the model.

A layering model was developed in order to relatettime averaged heat
transfer coefficient and temperature field aroursth@l computed in the fluidized bed
model to a prediction regarding the layer formafimside the capsule. Since under
certain circumstances the heat transfer aroundpghere could be non-uniform, a two
dimensional model was developed based on the omendional considerations
published by Martin et 4l While layer non-uniformities could result frorman-
uniform heat flux around the shell, the redistribatof the layer inside the shell will
affect its mechanical characteristics (mainly tbater of gravity and the mass moments
of inertia around two different axes) which cantle used in the fluidized bed model.
Based on the new unbalance, information about a(nem+uniform) heat flux around
the shell can be determined by the fluidized bedeho

This layering model also allows us to study thealigwment of the shape of the
inner layer surface; during the layering procdss,growth of surface instabilities is
observed, which has been reported in HAPL prograretimgs by Shelidf but has yet

to be studied in detail.
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A bench-top layering experiment with water as aagate was conducted in
order to verify the mass transfer predictions eftbde. This experiment, performed

under controlled and simplified conditions, is usethenchmark the layering model.



2. Modeling a Fluidized Bed

Understanding and simulating the specific sethyfspcal processes coming into
play in a fluidized bed layering experiment catls & unique sort of model, especially
since the combination of processes and paramétasstside the limiting cases that can
be studied with conventional models or commerciallgilable software. In this case,
we are interested in the motion of fluidized unba&d spheres (center of mass and
geometrical center of a sphere do not coincidej¢hvhas not been studied specifically
in the literature. In addition, the size of the sy@s in relation to the bed diameter poses
an extra challenge in modeling the system, asheillliscussed in this section.

It is of particular interest when studying the lagg process, to know the time
average position and orientation of each sphereayperiod of time, which is very
long compared to the average time between colbsibat short compared to the
layering time (~10 — 60 s). High-speed video ansalga fluidized bed, as has been
demonstrated by Wdfrin a vibrating bed setup, could give an insighthaf motion of
the target as it moves along one side of the gladisof the bed. However, once the
shells move away from the glass wall, they can’séen in videos, and assumptions
have to be made about their movement through thiecef the bed. As it has been
observed that the strongest impulses for rotatiergeven by particle-to-wall collisions,
it is possible that the shells strictly do not tetance they move away from the wall.

During the layering experiment, the setup is negliy accessible and the

analysis and characterization of the shells wiltlifgcult. Thus, studying the behavior

13
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of the pellets numerically for different bed setapsl fluidization parameters will
reduce the number of experimental attempts betareessful layering is demonstrated.
As a first step in defining the most promising paeser space, a numerical model
describing a fluidized bed of matching geometrihim MPLX experiment with
unbalanced spheres has been developed. The déttils model will be presented in
the next section. Later the model results are coedpt® empirical and theoretical

results, as well as room temperature fluidizatiopesiments.

2.1 Solid - Gas Flow Models

The numerical description of a multiphase flow mlocbnsists of two parts.
First, a granular model describes the particleddige and particle-to-wall
interactions, and second, a fluid flow model ddszsithe interaction between the fluid
and the solid particles. The analysis should irelin motion of the particles
(translation and rotation) as well as fluidized lobdracteristics like pressure drop, flow
rate and bed expansion as well as the heat trapstfieeen the gas and the solid phase
along with the temperature distribution of the ttasughout the bed and the time
average of the particles’ surface temperature.

Analytical, experimental and numerical analyse8wdlized bed behavior have
been attempted since the early 1950’s ranging &omirical results from experimental
observations to very extensive direct numericaluations.

In the early literature, the behavior of fluidizZeelds as a whole was analyzed as

opposed to studying the motion of each individuatiple; for example, Ergun (1953)
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started by estimating the pressure drop close tonmaim fluidization gas velocity of
various systems. However, the dynamic behaviotisufrdte particles was neglected,
and transient forces acting on the individual pét during fluidization could not be
determined both of which most likely influence thaltiphase flow behavior
significantly.

As a next step in the development of fluidized bextieling, the local
averaging, or continuum approach was developedéfsah and Jackson, 198%7in
which gas and solids are modeled as interpeneggratintinua. Later computational cell
averages of the void and particle fractions (aepgd to counting the number of
particles in each fluid cell at each time step emchputing the actual void and particle
fraction in the cell) were used in the Navier S®kguations (one set for each phase),
which are solved by CFD methods (Gidaspow, 1%94)n empirical interaction term is
applied in the Navier Stokes equations to accoaminter phase momentum transfer.
The discrete flow patterns for individual partictzs not be resolved in this method,
since the cell average of the void and particletfom was applied, but the model was
useful to globally describe multiphase flow systemith very small particles (e.g. sand-
water systems).

Cundall and Strack (1979)proposed a method referred to as distinct element
method (DEM), or discrete particle method (DBfs a model for the interaction
between particles (granular model). The fluid-mdetinteraction was added later by
Tsuji*® as described below. In the DEM model, the motibthe particles is computed
on the basis of Newton’s second law. The forcegltiag from gravity, particle-to-

particle and particle-to-wall interactions are atldesulting in acceleration or
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deceleration of the patrticle. In the soft spherel@hcelastic collisions are represented
with a spring — damper or spring — damper — slaystem. This could lead to very
small time steps in the simulation in order to kdepsolution stable. For very dilute
flows, the kinematics of hard sphere collisions apglied by Hoomans et al. (199%)
The particles are assumed to experience instaniareadlisions and straight path travel
between collisions. However, simultaneous multtipkr contacts cannot be resolved.

Tsuji et al. (19927 added a 1-D fluid interaction force (drag forae}ttis
granular model, turning it into a two-phase flomsiation. The two-phase flow region
is discretized into volume segments; then the EeguratioR’ is used to compute the
pressure drop through each computational cell basete gas to solid fraction in that
cell. This pressure drop gives information aboetdhag force induced on the particles
inside this cell.

In later developments, Xu and Yu (1997nd well as Tsuji (1993)and Gera
(1998¥® modeled a 2-D fluidized bed by combining the DENMdwl with the local
averaging technique to solve for the fluid flow.the DEM model, the granular part of
the code used an empirical drag relation in ordeombine the fluid and the granular
code (DiFelicé’, Richardson and Zak). These fluid — particle interactions relate the
drag force on a sphere due to the relative velafigphere and fluid to the void
fraction of the gas in the area around the sphere.

Based on this approach, Pannala ét developed a full 3-D gas-solid
simulation code (MFIX). Reasonable results forfthrenation of clusters and bubbles
have been described if the control volumes oveckhthe fluid equations are solved

contain more than about 15 particles.
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To circumvent the problem of empirical relationgrate force direct numerical
simulation (DNS) has been developed by Pan e2@01(}%. In this simulation the grid
is chosen small enough such that a large numbeoiofs are within the physical
domain of one particle. Then the Navier-Stokes Bgns are solved exactly for each
step, while a distributed Lagrange multiplier isking sure that the volume covered by
the sphere is restricted to rotational and traimsiat motion. This DNS approach

requires very extensive computer resources.

2.2 Outline of a New Model

As mentioned above, a two phase fluidized bed fioedel consists of two
components. First, the behavior of the particlesdsdo be described. Second, an
interaction coefficient between the particles @mlftuid flow must be introduced to
relate the momentum transfer between the fluidthadolid particles. Our interest in
the motion of individual particles calls for a DEdpproach. Following the literature
research above and since the particles in densesfjstems (gas fractions below
~60%) often exhibit simultaneous contacts with otteaticles, a soft sphere model is
considered.

In addition to studying the time- and particle-aged spin and velocity, we
also need to analyze the behavior of unbalanceersphsince the condensation and

freezing of the fuel inside the shell leads to @asation between the center of gravity
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and the center of the spheres which evolves dan@dayering process. The effect of
this unbalance on the particle movement will beligta.

In this unbalanced case, the force on the pardigéeto collisions and fluid
particle interaction depends on the orientatiothef‘offset vector’ (vector between
center of mass and geometrical center) in the Zdawnal space of the fluidized bed.
The effect of these forces (angular and translatianceleration) must be applied in the
coordinate system of the sphere. This means thatwugt keep track of the Euler angles
of each sphere during the simulation and switclk laac forth between coordinate
system of the individual sphere and the coordiegstem of the fluidized bed.
Following the molecular dynamics model described\bgn (1987§°, Quaternions can
be used for the coordinate transformation. Theildaththis procedure are described in
the following section.

The standard method for modeling the fluid-pagticteraction uses volume-

averaged parameters of many particles in a sifgjt delf®

. The fluid equations are
then solved by a fluid solver. The size of the ipla$ determines the minimum size of
the fluid cells. When modeling the proposed MPLXdized bed, the ratio of pellet
diameter (~4mm) over diameter of the (cylindridal)dized bed (34mm) is about 0.12.
For reasonable results, at least 10 spheres angeddo fit in one fluid cell at
maximum packing fraction. In the case of the MPLiXl &s 100-400 spheres, the bed
would need to be partitioned in 10-40 cells, wHedwes 3-4 cells in each of the three

dimensions. A numerical solver for such a coarseéesy would be possible, but

wouldn’t be reasonable. Standard codes like thefreccessible MFIX or other
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multiphase flow solvers (CFX, Fluent) cannot beliggbfor this particular system
geometry.

A DNS approach as suggested and implemented by.PatVand D.D. Josefth
would result in an expensive computational effolte most difficult part of a DNS
approach is that the flow around each sphere hias tmmputed on a fine enough grid
to describe the flow around each sphere, leadimgiltaons of grid points for a
relatively small geometrical domain.

Alternatively, the granular Navier-Stokes equatioasld be solved if the
spheres were bigger than the grid. In this caseditefraction inside the cells that are
covered by the sphere must be computed. The dreg feeeds to be determined by a
weighted average of all cells affecting one sphardifferent fluid-solid interaction
coefficient needs to be found. This interactionftoent would be difficult to define,

since the drag on a particle should not dependsqgposition on the grid.
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Figure 2.1: Simplified depiction of the drag onphere computed in relation to the void
fraction in a cell, if the cell and the sphere afr@about the same size. In all four cases,
the overall drag on the particle should be the s@aé should be independent of the

grid)

For example, if a sphere moves through space,ditkefraction of the cells
around the sphere changes; however, in the absétieer particles, the drag on the
sphere should remain the same (see fig. 2.1). Sinecdrag is a nonlinear function of
the void fraction, a simple addition of drag foramposed by all cells covered by a
sphere will rarely lead to the same result.

In absence of a good standard model for the MPimUkition, a pseudo 1-D
Lagrangian model is proposed, which computes tiet fraction within a certain

volume of interest around the particle. This volushenterest is applied to every single



21

particle, and it moves with the particles as theetis incremented forward. From the
void fraction within this slice of interest, a drigce can be computed that also
depends on the particle’s relative speed to the@#erent drag models can be applied
at this point. The details of the model are degctiim the following chapter.

Once the position of each particle in the entirg is&known over a certain
period of time, the time-averaged heat transferaich sphere can be computed. The
choice of the length of the time interval has tddyg enough to result in a meaningful
time-average, but short compared to the layerimg scale. In general, the time interval
is chosen to be two magnitudes higher than theageeiime between collisions, and
two orders of magnitude lower than the 1/e layetimg (in our case ~10 — 20 s).
Combined with the heating inside the shell, theai¥eness of the layering mechanism
in the fluidized bed can be studied. The layerstitliution based on a certain
temperature field around the shell is discusses#ation 3. The influence of certain
fluidizing parameters on the resulting layer qyabtpresented in section 4.

The surface damage induced by the collisions carubeerically estimated by
counting the number of collisions that happen ittertain velocity difference. This

analysis will be shown at the end of this chapter.
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2.3 The LUPSBE (Large Unbalanced Particle in Small Bed) Model

231 TheGranular Part

In this part of the model, the motion of each sphercomputed on the basis of
Newton’s second law. The forces and torques reguftom particle-to-particle and
particle-to-wall interactions are added up, resglin linear and angular acceleration
and deceleration of the particle. Similar to thecdete particle method presented by
Cundall and StaéR all contacts are converted into sets of forcesraoments using
spring, damper, and slider elements.

Different approaches to solve the resulting intialue problems for strongly
nonlinear ODE'’s (like the ones found in a systerscdbing a large number of elastic
spheres) have been proposed over the years. Tiasda the Euler method (single
step extrapolation), multistep methods (Adams-Bashyf, fractional step methods
(implicit and explicit Runge-Kutta) and multivalaeethods (Gear predictor-corrector
methodj>. Despite the stability issues of the explicit Euteethod Eq. (1), it has been
successfully implemented for instance in the MFode”.

S,y =S, +At5, 1)

An implicit Gauss Legendre Runga Kutta scheme leas lbested for a
molecular dynamics application by JanéZi©ne big shortfall of fractional step
methods in this context is that determining thedsris computationally very
expensive. The implicit scheme described in [8§Lires several iterations of each time

step until convergence, which renders this methadequate for this purpose.
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When applying an explicit Runge Kutta scheme omlg iteration of each time
step would be required, however we would still iegjgeveral force calculations per
time step.

The molecular code outlined by Alfrserves as the foundation for the granular
code used in this model. The translational motalows exactly the Gear5 predictor
corrector method described in the literatéird, and adapted by many researchers
dealing with highly nonlinear systems (Volfson argimring (20033, Dorbolo et al
(2005¥9). In this case, the position, velocity, accelematind two more time derivatives
are used; the gear parameters are chosen suthdhkdylor series is followed as
closely as possible (tdh!-brder).

This method, referred to as Gear predictor —cooreniethod allows relatively
large time steps and generally only one force cdatjmn per time step. The different
steps of the algorithm are explained below. Eqig2plved for the case of linear
motion.

F=mE§ (2)

The predictor step is basically an explicit timepstusing the values of the
position and the first four derivatives at the euntrtime step to predict the position of
the particle and the first four derivatives at tiext time step, following the Taylor
series expansion, as shown in Egs. (3).

st + At) = sft) + At E%(t)+%(At)2 [E(t)+%(At)3 Eﬂ)(t)+2—14(At)4 o) (3a)

& (¢ + At) = 8t) + At [E(t)+%(At)2 Eﬂ)(t)+%(At)3 () (3b)
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1

8P (t + At) = §(t) + At W)(t)+§(At)2 [&(t) (3c)
bP(t +At) = b(t) + At [&(t) (3d)
cP(t+at)=cft)+... (3e)

After these values have been predicted, the fat#dse predicted position are
computed. The difference between the predictedea@t®n and the actual acceleration
at the point are calculated from Eq. (4).

NSt +At) = 8°(t + At) - 8P (t + At) (4)

Using the difference between the values for thelacation, a better prediction

can be made using Egs. (5).

s°(t +At) =sP(t + At) + ¢, [AS(t + At)

5°(t + At) = 8P (t + At) + ¢, [Nt +At)

8°(t +At) =8Pt + At) +c, At +At) (5)

be(t +At) =bP(t +At)+c, (At +At)

c*(t+At)=cP(t +At)+c, At + At)

The differential equation shown in Eq. (2) will eeactly solved if the
difference between the predicted acceleration badttual acceleration becomes zero.
Several iterations of corrections might be appltealyever, for most applications, one
iteration gives sufficient accuracy for a molecudgnamics simulatiofi.

When it comes to the angular displacement, thersghage handled as non-

spherical bodies since they could be unbalancd#ueircase of interest. The individual

orientation of all bodies needs to be describaglation of the space-fixed coordinate
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systeme® (in the coordinates of the fluidized bed). Thetimetensor of the' sphere
stays constant in the body-fixed coordinate sysé&fnof the individual sphere. These
two coordinate system®{ ande®') are related by a rotation matéxEg. (6), which
can be computed from the three Euler angles.

In order to compute the spin rates of the partjdies change of orientation of
the coordinate system of the individual partiefé with respect to the space fixed
coordinate systeme® needs to be tracked. The time derivatives of botirdinate
systems behave according to Eq. (7).

e =AR° (6)

&’ =¢" +o°xe° 7)

If a torque acts on the sphere, for example dwedallision with a wall, it will
be computed in space fixed coordinates. Sincadhigie needs to be applied to the
sphere in body fixed coordinates (see Eqg. (9))rdkegtion matrix needs to be applied to
the torque

P =AGR° (8)

Once we know the components of the torque in bogidfcoordinates, we can

compute the resulting angular acceleration using®qwherel ., 1, andl, are the

three principal moments of inertia.



26

ajgzlr_s,{'wl_'zz kb

af§=,r—y+('ﬂl_'” et ©)
[y

R

When computing the rotation matrix using the Ealegle description, &iné -
term appears in the numerator (see AfferiThis leads to serious problemsés
approaches 0 ar. One way around this problem is the use of theegnen

description.

A quaternion represents the angular rotation ar@uwelctor ¢,,q, andqg;) by a
quantity of g, as long as the square of the four componentseoQtiaternion add up to

one, see Eqg. (10). For example, a rotatio@ shdians about a unit axis is

represented by the unit quaterni%ro{gj, sin[gj m} (Baraff, 1997§°.

\/q02 + q12 + q22 + Q32 =1 (10)

In this case, the rotation matrxcan be found applying:

G +9° —0," - 20, +dy0s) 2(0,05 — 9,9,)
A=|  2(0-00%) G -G +0 -0 2(0,05 +do0,) (11)
20,05 +9o0,) 20,0, ~%%) G’ -G -0 +ay

The quaternions of each sphere satisfy the follgwiguation of motion:
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qo Qo —&h —Q, —Qs 0

G|_1/0 U -0 O | 12)

G| 2/% W& d ~G|&
G 0 -9% @& G \&

The system of Eq. (9) and Eq. (12), while usingrtitation matrix in Eq. (11),
gives a system of two first order differential etjoias, which can be solved using the
Gear predictor corrector method. In this methoddetermine the torque in space
coordinates and convert it into body coordinatesxtNwe update the angular
acceleration in body coordinates and update thalangelocities. Once these are
known, the first time derivative of the quaterniamas be determined leading to updated
values for the quaternions themselves. It is notdwdhat the Gear parameters used
for the angular equations are different from thesoused for the translational equations,
since they are represented as two first order OBF'99) and Eq. (12) instead of one
second order ODE Eq. (2).

To close this set of equations, the particle-tdigla and particle-to-wall
contacts need to be represented by a set of farmksorques. In the original model by
Cundall et af® these collisions are modeled with a spring — damsgstem for normal
contact or a damper-slider system for tangentiatax (fig 2.2). However, the
calculation of forces needs to be modified to aotdor the particles’ unbalances as the
force on the particle depends on the orientatio@fvector connecting the center of
mass to the geometrical center (fig. 2.3). Theofeihg steps need to be taken to
determine the forces resulting from a collisiondestn particle i and j. The force

calculation is done in the space-fixed coordingitesn.
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First, we need to compute the distance betweetwiheenters of the two
spheres. If this distance is smaller than the stitheotwo radii, we have a collision.

Then, Eq. ( 13) is applied to find the vector betwéhe center of the sphere and the

contact point §.’).

-—S

=R O——~ (13)

s sy
Next, we need to find two vectors between the temters of mass and the

contact point §,,° and sogj) by
S, =S, — A [0 (14a)
s.>=s . -A " (14b)

We need to convert the spin rates of the two gagicomputed by the
molecular dynamics algorithm in the body-fixed ainate system, into the space-fixed

coordinates.
o =A; b, (15a)
0 =A"h" (15b)
Now the contact point velocities * and 'scpj) can be found by

. s _ s S .S
Sp; = O XSy +§; (16a)

. s _ s s .S
S O] XSy, +8; (16a).
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We are interested in the difference between thectwbact point velocities

(5,°) and their respective tangential and normal coreptn,, ,* ands,,,*) Eq. (17)

cp,n

and Eqg. (18).
S =S ~ S (17)
Son =S Gﬁ (18a)
Scp,ts = Scps _Scp,ns (18b)

The different components can now be utilized t@dwrine the force on the
particle due to this collision Eq. (19) and Eq.)(Zthe normal forcek;) follows the

spring damper model:
Fe=[ls -s|-R+R) eﬁ] o B’ (19)

When computing the tangential force®), one of the models presented by
Schaefer et 4f* has been applied. Since applying solely the Cohlaaw of friction

Eqg. (20) leads to a discontinuity during a rollcwntact &_,, =0), it has been combined

cp,t
with a viscous friction term Eq. (21). Thevalue, which doesn’'t have a real physical

interpretation, has to be chosen large enoughdardor the simulation to return a good
model of the physics behind an oblique impact,doui&ll enough to resolve the
discontinuity. In the model, the smaller of the timeces is applied to compute the

tangential force during the impact Eq. (22).
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-5 3
F = |u o o ) (20)
Scp,t
F°= —yEska’tS (22)
s H s s Scpts)
Fo=—-min{uF|, |y 3, — (22)

cp,t
The total force F;,) during the impact is then computed as the suthef

normal and the tangential force:

Fe =FS+F? (23)

tot

As a last step, the torque will be computed (ircedaed coordinates):

S _ S s
i _ch,i thot

T (24)

The main difference of this model and the standaodels is that in the
computation of the contact point velocity we nesaddcount for the orientation of the
unbalance Eq. (14). In contrast to spherical ampdetely balanced spheres, the
unbalanced spheres rotate around their center &6,mat the center of the sphere. As a
result of this, we need to record the rotationatiomoin body fixed coordinates. The
offset of the center of mass also causes additgetadf forces and moments that need
to be added to the torque and force vectors (geei2 and 2.3 along with Eq. (13)
through Eq. (16) and Eq. (25).

The different parameters modeling the contact, mathe spring constant and
the coefficient of friction, will be found by anaiyng videos of single bounces and

isolated particle — particle interactions. Thislw# subject of section 2.4.
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Figure 2.2: Simulation of contact between two sphdry a spring-damper for normal
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Figure 2.3: Effect of particle unbalance on theiltasy forces. It becomes clear that the

position of the particle with respect to the cohfamint influences the resulting force.
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2.3.2 TheFluid- ParticleInteraction

In this section, we will describe the forces agtom the particles due to the gas
flow, namely the gravitational force and the draggé (interaction between the gas and
the gas flow). These will be added to the forcengefrom the elastic contacts presented
in the previous section.

The influence of the neighboring spheres on theig@onal force is first
considered. The weight of the particle is reducgtunyancy effects, from its dead
weight to an effective weight, as shown in Eq. (@6J Eq. (27).

F, =-mlg

AT (25)

4n
Fg = —?R3 Ebp o)

4 (26)
I:buoya.ncy :? R3 Eb(f f + (1_£)pp)@
4
Weffective = Fg + I:buoyancy = _?n R3 @ Il‘ [ﬁpp - Iof ) (27)

For the drag force on the particle, two differeragimodels were considered.
The first one splits the drag force into a viscand an inertial term. The derivation is
demonstrated for the most part in Gibilaro (1987)

The viscous term is found starting out from thedyagquation Eq. (28) and the

Hagen-Poiseuille Equation (Eq. (29)), and estinggtite pressure drop by viscous flow
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through many small diameter pipes. An expressiomhi® permeability or the effective

diameter is then needed to model the pressuretdropgh a sphere packed bed.

AP = K, . HU (28)
32

If the flow though a sphere packed bed was nottagproximated by the flow
through small diameter cylinders, Eq. (30) couldubed to find the effective diameter,
which can be applied in Eq. (29).

D, =40 void volume (30)
internal surface area

A unit volume contains 61 f) spheres.
md,

This leads to an internal surface &?

p

Knowing the void volume fraction, the effective diameter 3, zg

Using this result and the observation that the fl@locity U around the particle
increases as &/, the Blake — Kozeny equation Eg. (31) can be éeriwith a modified

coefficient of 150).

2
AP =150+ Y a f) (31)
d £
p
The pressure drop for the inertial case can be atedfollowing similar
reasoning. The pressure drop for inertial pipe ftepends on a friction fact§rwhich

stays constant at high Reynolds number flows.
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U2
ap=af P
D

(32)

Applying the effective diameter, the flow speed elggence on ¥, and the

value of 3=1.75 for the friction factor, leads to:

HoU 2 (1—8)

AP =175 -
&

(33)

P
Adding the two components of the pressure drop fEmmn(33) and Eq. (31)

leads to the well-known Ergun Equatf@in

2
ap =150%HY L f) +175
d £

p p

prU 2 (1—5)
(93

(34)

For expanded beds, the path lengtfbed height) also increases withel/
increasing the power of the in the numerator by one. Setting the friction dact
proportional to the particle concentratidn((L-£)) the void fraction dependence in the
viscous and the inertial term are similar. Usinguanerical approximation for the void
fraction dependence (the term that only depends pthe pressure drop can be

described in terms of the revised Ergun equation:

prU ? (1—5)
84.8

ap =1g#eHY (1_48‘9) +033
d £

p P

(35)

In terms of the Reynolds number, Eq. (35) can b#emras Eq. (36).

d
Re:p_pfu

o

Hp,U? (1
AP=[£+ ossj ‘; U7 (1-e) (36)

48
Rep 0 &
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The unrecoverable pressure drop basically desctiteesum of the drag forces
acting on each individual particle; by consideratigspheres within a unit volume, one
can use Eq. (36) to determine the drag on a sifased on the flow velocity and the

void fraction.

- md e 37)
° T BH(1-¢)
f, = 7d Ue (3, +0.0550,d U) (38)

The second alternative to determine drag on thergg in a fluidized bed is
founded on the Richardsen Zaki relation, and tls=pkation that the void fraction and

the inlet velocity are related by Eq. (39).

U=U.¢&"
_ 39
v-24

The velocityu, is the terminal velocity. A free falling sphere vidhave this
velocity in absence of other spheres. It can bepted using the Dallavalle drag
relation also used by GibildfoEq. (40) through Eq. (42). The Archimedes number,
which appears in these equations, is a dimens®nl@siber representing the ratio of

gravitational force to viscous force in a two phagstem.

Re, = (- 3800+ (3809 +1.832ar ) (40)
d2p, (o, -
Ar = gd, O (102p pf) (41)
Hi
d
Re =22y, (42)

M
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Based on the assumption that the drag force angatticle’s effective weight
are equal and opposite in an equilibrium conditiegs. (40-42) and (27) give Eq. (43)
as a drag force relation.

48
3

fy = : (pp ~ P )g[ij ’ g% (43)

6 U,

As a result, we found two different models, withigh we can determine the

drag force on a sphere knowing the void fractiothefvolume surrounding the sphere.

2.3.3 Determining the Void Fraction

The most common volume-averaging technique canmafplied since the
particles are too big in comparison with the beatrtbter (see section 2.2). Thus, a
different flow model is proposed based on the feitg assumptions: the most valuable
information we are trying to get form the modelhe particle velocity, position,
orientation, and its angular spin rate. We were édblsee in experiments that the spin
rate is mainly induced by collisions, not by flurderaction. This can be verified by
computing the angular drag on a rotating spheréwhiould not reduce the spin rate
of the particle significantly in the time betweevotcollisions. An exact analysis of the
flow around the shell is thus less important tHengrimary effect it has on the sphere:
namely to apply a drag force to levitate the sphewanteracting gravity and cause
agitation leading to collisions with the wall anther particles. The drag force should
depend on the flow speed of the gas relative tepé#necle and have some dependence

on the proximity of other particles.
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In the proposed model, the void fraction in thanity of the particle is
computed by adding up the partial volumes of tHeesgs that penetrate a certain
volume of influence. This volume of influence haeb defined as a slice with a radius
equal to the whole fluidized bed, and limited bytplanes one particle radius away
from the center of the particle in both directig¢uap and down). This volume of
influence is computed for every single sphere lfasytposition of each sphere is
different) and moves with the particle, as the gipon of the particles change with

time (see fig. 2.4).

P N

Figure 2.4: Volume of influence around a spheréngef by a slice of the fluidized bed,
one particle diameter in thickness. The void fi@atis computed by summing the
partial volumes of the spheres inside this volume.

From the void fraction calculation within this vahe of interest, the drag force
and effective weight of the particle can be comgwuate described in the previous
section. With this model in place, all the forcetiray on the particles can be computed,

completing the description of the model.
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As part of the model, the position and orientabbeach particle is written to an
output file. Visualization of the results is arraddoy creating pictures of the positions
of the targets in the fluidized bed using rastef34n addition, these pictures have
been compiled to movie files to show the dynamfahe fluidization using ffmpel.
Some of the movies have been made available oafider

http://iacs5.ucsd.edu/~kuboehm
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2.3.4 Overview over LUPSBE

Define Input
)

| Initialize random pardicle position | s Farticles need o he
+ spaced apart

| Randomly initialize velocity and quaternion wvectars |
+

| Compute the gear parameters and bed performance characteristics

i

Starttime stepping

Fredictor step [«——— Predict particle position based on position,
l velacity and acceleration

Compute forces based
an new: positions

L
—»| Farticle —wrall collisions |
)

| Compute void fraction |

Loop 4 1'
over all | Compute drag force Cormpute the resulting

*

particles ! pressure drop
1 | Compute effective weight |
+ !
—| Compute force due to padicle — padicle collisions | Campare with
IF Ergun and
Richarmdzon Zaki

Carrect positions, velocities and
accelerations based on the updated
forces
+ Determine bed expansion |
Create time averaned statistics |

Wirite Output every 1000 time steps —

Figure 2.5: The flow chart of the LUPSBE model.
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2.4 Validation

Before the results from the code can be used fapypical simulation, the
validity of the results needs to be establishe@ Mlodel needs to be verified by
comparison to theoretical results, other modethénliterature, as well as direct

comparison with (room temperature) experiments.

241 Granular Modd

The validation of the granular code has been dolewing different steps. To
show that the method is stable and converges, gageknown behavior and with
increasing complexity were modeled, starting wiimaple undamped, frictionless
bounce of one elastic sphere and ending in thelatron of a granular collapse of
hundreds of unbalanced spheres.

A system is considered converging if the deviabbthe simulated particle
paths from the real, experimental or analyticatipi paths becomes smaller with
decreasing time step size. Since the particle behaf’hundreds of particles cannot be
determined analytically and is hard to charactegigeerimentally, we introduce the
total energy and the total kinetic energy of thetam as stability criteria. The total
energy of the system will be computed by summirgttital energy of each individual
particle in the system following Egs. (44) and cangal over the entire duration of a
simulation.

ETot = EKin + ERot + EPot + EEIastic (44 a)
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E,. =—nB33

2

1
E, ==00GH

2 (44 b)
E, =MG L,

1
Edastic = E I:I}(eff |]jgapz

An estimate of the largest possible time step tadszl can be computed by
regarding a particle bounce as a purely oscillabooyion and looking at its natural

frequenc$’. The oscillation period can be determined by B§).(

G)n = 27T ﬂ (45)
kef‘f

The time step applied to the model follows Eq. {4®)prder to show
convergence and stability, N is increased from 8Qowhere N defines the number of
time steps during which the contact occurs.

©
At=—" 46
N (46)

The system parameters describing the elastic dootdlce spheres, namely the

stiffness of the spherek; ), the damping coefficientc(, ), and the parameters

describing the tangential contagtandp), were determined through experiments which
are subject of section 2.4.2. In order to testcthele the measured values shown in Tabs.
2.5 and 2.6 (section 2.4.2) are chosen.

The first series of tests consists of modeling maamped and frictionless case;
the model can be considered stable if the deviatighe total energy of the system

from the initial energy of the system remains small
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The first test performed on the model was a singidamped, frictionless, and
spherical particle bouncing on a flat surface. pagicle has been placed at a certain
height within the modeled bed and exposed to ddygravitational field. The code
returned an acceleration of the particle towaredabttom of the bed, a bounce, and a
continuous oscillating (bouncing) motion with cldseconstant amplitude. Since this
model only performs one single predictor - corredteration, the analytical solution
will not be followed exactly; however, with decraagstime step, the deviation from the
analytical solution (exactly constant height abzeglocity at the highest point)
becomes arbitrarily small. Since no friction is kg the rotational energy of the
particle remains constant zero during this test.

In a second test, the un-damped, frictionlessgbamvas given an initial lateral
motion. The patrticle’s path was now occasionallgtalcted by the bounding walls
keeping the particle inside the fluidized bed comdg without damping, the total
energy of the system remained constant for smalligim time steps (N > 5).

In the next test, a damping factor has been iowed. In this case, since energy
is being taken out of the system during every beutite amount of energy in the
system will not be constant, but will decay atte r@oportional to the damping factor.
This case was used later in section 2.4.2 to véngyexperimentally measured damping
coefficient by comparing the decay of particle kinenergy from the model to the
experimental observations.

The damping coefficient , is related to the coefficient of restitution, Eq.

(47), as discussed in the literafiiré’he coefficient of restitution will be determinbgy



43

the ratio of the velocity of the shell after anddve the collision. For our PAMS shells,
this was done experimentally as discussed in se2ti.2. The relation between the

coefficient of restitution and the damping fac®shown in Egs. (47) and (48)

Coqr = 2K MKy

K= _ﬁa (47)
-{3ne)
a=-—Ine
T
_|vdl
e |v| (48)

As a next step, a system of multiple particleslieen considered. Initially, three
particles were placed in the same x and z coorelnamt with different y- coordinates
(directly on top of each other). This leads to a dmensional test of multiple
collisions. Some of them occur simultaneously & denter particle collides with the
bottom and the top particle at the same time. Tieegy balance for this test returned a
constant value, the sum of the particles’ initialgmtial energies, in the undamped case.
In the damped case, the particles were at rekedidttom of the bed after some time.
This time scale is proportional to the rate, atalhenergy is taken out of the system,
namely to the damping coefficient.

As a next step, the number of particles was ineg#&s 200. All particles were
initially uniformly spaced from each other and edtrand then were exposed to the
gravitational field. The following analysis has hgeerformed for the test cases: (A) the
kinetic energy of the system has been computedwascéion of time using different

time step sizes in the solution as shown in fi§; @) similarly, the total energy of the
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system has been computed for different time stegssas shown in fig. 2.7; and (C) the

deviation of the system’s energy from the initiaésgy has been calculated from Eqg.

(49) and plotted in fig.2.8.

AE : (.Z Etot,i - Einit)

Ei nit Ei nit (49)

Time (s)

Figure 2.6: History of total kinetic energy of assym of 200 spheres. Due to the initial
conditions (all particles at rest and all partickes equally spaced from their neighbors,
we see an increase in kinetic energy from zeroeQime system is totally random, we

should see only little fluctuation in total kinegaergy.
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Figure 2.7: History of the total energy of all pelgs in an un-damped system. Since the
system is undamped, the total energy in the systdemains constant. As expected, the
solution converges as the time step size decreases.
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Figure 2.8: History of the deviation of total engfgom the initial energy. This can be
regarded as a measure of accuracy of the methadldition it becomes clear, that the
method satisfies stability and convergence.
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We can see that the method converges and thadtdb¢e if the time steps are
chosen to be sufficiently small, such that N > 10.

As a next test, a damped case has been modeledhififdeconditions are the
same as the previous test, but now energy is talkeaf the system at each bounce by
adding the dashpot damper in the collision modelloing the reasoning of Tsdfj
this test can also be used as a stability critefitwe kinetic energy has been plotted
against time for different time step sizes (fi)2Since this case is still kept

frictionless for tangential contacts, the rotaticgr@ergy of the system remains zero.

— N=5, C_eff=0.001 —
— N=6, C_eft=0.001
N=7, C_eff=0.001
— N=8, C_eff=0.001
N=9, C_eff=0.001
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Figure 2.9: Decay in kinetic energy due to the dedngollisions for different damping
coefficients € ) and number of time steps during cont&t Stability is achieved at a
lower N values than in the undamped case. In aadithe effect of different damping

coefficients can be seen. Clearly, the energyssiplated faster, if a higher damping
coefficient is chosen.
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The influence of different coefficients of restitut on the simulation of the
granular collapse has been explored. Not surptigibg using a larger damping
coefficient, the system reaches faster the staterplete rest. Tab. 2.7 in section 2.4.2
shows the time step sizes used in this simula¥ém propose to use an N value of 10 in
the simulations based on these results.

This series of tests, leading to a descriptioa gfanular collapse, shows that the
model works satisfactorily as long as the time sésrictions are followed. By
choosing an N value of 10, the behavior charadtefis spring-damper contacts
described in Appendix C is avoided. This behaviaswoticed for N values between 4
and 6, and it leads to a discontinuity in the epdrglance.

As a next test, single particle bounces with a romzoefficient of friction have
been analyzed. As described by Schaefer ®taatl demonstrated here, the frictional
collisional contact makes the conservation of epargossible, even if the damping

coefficient for the normal contact is set to zeseg(fig. 2.10).
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Figure 2.10: Overall coefficient of restitutiona$unction of angle of impact for
different damping coefficients. It is clear, thata for an undamped case, the total
energy in the system will not be conserved as ssosblique impacts happen.

The effective coefficient of restitution for anliojpie impact is defined by Eq.
(50". The angle of impact is taken as the deviatiomftbe vector normal to the
impact surface.

_ out + out
e= Ek|n — Erotin (50)
Ekin + Ekin

The results shown in fig. 2.11 compare well wité thsults presented by
Schaefer et &}. The results comparing the dimensionless tandergiacities Eq. (51)
before and after the impact look similar to thesopeesented in the literature. We are
therefore confident that the tangential collisiood®l works accurately. The parameters

chosen in this simulation can be found in sectigh22
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winz . in? woutz . out (51)

Psi_out

Psi_in

Figure 2.11: Dimensionless tangential velocity rafite impact as a function of the
dimensionless tangential velocity before the impactifferent contact angles. The
(close to) zero velocity of the contact point aftex impact indicates that the particle
achieved a rolling contact with the surface.

The velocities and the spin rate of the particterahe contact have been
computed for different impact angles using différteme step sizes to demonstrate

convergence of the frictional tangential contactigio
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Figure 2.12: Spin rate of the particle after thligion as a function of impact angle for
different time steps. Due to the more involved jtg/ef this contact model as
compared to the normal compression (non-frictiqredljeast ten time steps per contact
seem to be required for accurate results.

0.5
0.45

0.4
’\g 0.35 1 —&— N=22.75 tangential
N —l— N=13.65 tangential
’é 03 N=9.75 tangential
§ 0.25 A N=5.69 tangential
g 0.2 | —¥— N=22.75 normal
S —@&— N=9.75 normal
§ 0.15 —+— N=5.69 normal

0.1

0.05 /v §

0 F% ‘ ‘ ‘ ‘

sin(phi)

Figure 2.13: Outgoing velocities as a functionmpact angle for different time steps.
The desired accuracy is achieved for an N-valuatgreéhan 10.
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Figure 2.14: Effective coefficient of restitutios a function of angle of impact for
different time steps. The results approach eactr @k the time step size is decreased.

As a first result from this analysis we can skat the time step size chosen for
frictional contact is required to be smaller tharhe frictionless case (see fig. 2.14).
(The N value for convergence is larger here thamais in the frictionless case).
However, choosing an N-value of about 20 seems/®apnverged results.

Next, the granular collapse of 200 particles Miittional contact was tested. As
in the frictionless case presented earlier, thégd@s were placed at rest into the
fluidized bed. This gives the particles an inipatential energy. Since the frictional
contacts have been shown to take energy out cfystem, we expect the granular
collapse to come to rest quicker than in the frrdiéss case. The dissipation of kinetic-
and rotational energy during the collapse can ba sefigs. 2.15 and 2.16. Again, for
time steps sufficiently small, the model convergesndicated by congruent time-

energy curves for both the rotational and transheti (kinetic) energies.
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Figure 2.15: Histories of kinetic energy due to garg and frictional collisions for
different time step sizes. The model predicts #maesbehavior for different step sizes
indicating that the model has converged.
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Figure 2.16: Histories of rotational energy durangranular collapse for different time
step sizes. Although a weak influence of the bedran the system can be identified,
the overall behavior including the system’s maxinnatational energy and the time it
takes to dissipate that energy out is the samepenident of the time step size.
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24.2 Verification of the Unbalanced Bounce

The model’s correct representation of an unbalaboethce needed to be
confirmed. This is an essential part of the valalaand has been done by comparing
modeling results to high speed videos of unbalasaegle particle bounces.

We attempted to shoot high speed videos with aalanbed sphere (a hollow
sphere filled with glue on one side to make it Idpd). However, since the mass
distribution in a small (4mm diameter) shell fillagth an unknown amount of glue was
not expected to be anything better than a roughmatt, we deviated from the
geometry we are ultimately trying to model, andestahe experiment up for validation
purposes.

In this experiment, a foam tennis ball (radius @®# and mass 0.04273 kQ)
was cut on the surface, and a stainless steetamiti6 0.00685 m and mass 0.05018 kg)
was inserted and glued into place (~ 0.0102 m ffuercenter of the sphere). After
gluing the foam sphere closed again, we ended tipanstrongly unbalanced sphere
with known parameters. After computing its centegravity, the mass moment of
inertia in all three main axes could be determiapplying the parallel axis theorem.
Markers on the sphere surface indicate the locatidhe nut, and give a reference point

when analyzing its orientation in space in highespeideos (see figs. 2.17 and 2.18).
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Figure 2.17: Schematic of the unbalanced foamaalltwo frames from the high speed
videos illustrating the unbalanced bounce valida&gperiments.
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Figure 2.18: Angle measurements as a functiomud {from which the spin before and
after the contact can be computed).
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Six different high-speed videos were taken witliedént contact angles and
incoming velocities. The seemingly completely ramdaost-bounce velocities and spin
rates were analyzed post experimentally on a friayrfeame basis ready to be
compared to the calculated values from the model.

Before the model could be applied to simulate tleegeriments, all the other
values describing the system needed to be assd$sesk include the stiffness
parameter (k_eff), the damping parameter (c_eff)the parameters describing the
tangential contact) andy. All these parameters have been found in a metbgyo
similar to the one described below for the PAMSIgberameters (in section 2.4.3).
Tab. 2.1 shows the parameters used in this simulafiab. 2.2 shows a comparison of
the results from the experimental analysis to #lees calculated by applying the same
initial conditions.

Table 2.1: System parameters used in the bounaimgnts with the
unbalanced foam ball

Radius 0.0446 m
Mass 0.09291 kg
K_eff (stiffness parameter) 4330
C_eff (damping parameter)| 1.32

Mass moment of Inertia Y, Z 4.000 xX10 kg nf
Mass moment of Inertia X 6.025 x10 kg nf
Unbalance 0.0102 m

VI 0.5

y 2.5

Time Step size 1 x10 S

During this analysis, it became obvious, that #sults are strongly dependent
on knowing the exact contact angle. Slight shiftaild lead to a spin or a linear

displacement in the third dimension (perpendictdahe plain of view of the camera),
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which is not captured by the camera, leading taeable measurement uncertainty.
Despite the fact that at times, there is a sigafidifference between the measured and
the computed values, when comparing the respectiles to the pre-collision
velocities, it becomes clear, that the trend ofedygerimental system (e.g. significant
increase in x-velocity, slight decrease in spieyate followed within the uncertainties
of the measurements. Taking these consideratidsasotount, we demonstrated that
we are able to reproduce several different scemafia single bounce of an unbalanced

sphere, increasing our confidence in the physieatdption applied in this model.

Table 2.2: Comparison of measured and simulatedipgmct velocities.

x-vel | x-vel | x-vel |y-ve | y-vel | y-vel | Omega| omega| omega
Case| IN out out IN out out IN out out
meas. | comp. meas.| comp. meas. | comp.
1 | -005] 0.80 158 | -289 | 1.57 | 2.164| -537 -31.5 | -28.17
2 |-018| -1.17 | -1.68| -346 | 1.78 1.92 | -211 | 42.00 20.43
3 |-017 | -1.06 | -0.54 | -398 | 2.67 3.0 3.07 32.00 25.00
4 |-001| -048 | -0.59| -261 | 0.98 1.46 | 2345 13.6 4.75
5 |-004| -096 | -1.25]| -1.67 | 0.98 0.85 | 0.60 27.6 32.46
6 | -086| 0.91 054 | -1.23 | 2.92 3.0 7.80 26.9 25.0

2.4.3 System Parameters
The system parameters describing the spheres (radéss, mass moment of
inertia, and distance between center of mass amercef the sphere) as well as the

parameters describing the normal and tangentiisicol (stiffness of the sphere, ,
damping coefficient, , coefficients of static and dynamic frictipnandy) have to be

determined, so that the code can model the expetahgetup accurately. Different
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approaches have been used to find the differeanpeters characterizing the system.
This section will explain what values have beerdusghe code, how they have been

determined, and the size of the error expected thmymeasurement.

2.4.3.1 Mass of the Sphere

Since we are using the shells created in the pratoshell production process,
we cannot be sure that the shells have a uniforighiueDue to the small mass of the
shells (and the lack of an accurate enough sdakexhells have been weighed in
groups of 30 to 40. The final mass of the shelslteen determined to be the statistical
mean with a certain standard deviation.

Two groups of shells have been used for the roonpégature bed. In
particular, to test the fluid-particle interacti(see section 2.4.3), shells of different radii
and masses were used in the testing. The two massegound to be 1.89xfkg and

0.677x1 kg with a standard deviation of 9.2x3Rg and 4.45x18kg, respectively.

2.4.3.2 Radius of the Sphere
Unfortunately, the production process mentionedraligpically does not yield
shells with exactly identical radius. Thus, theiuaf a number of spheres has been
measured under a microscope, sampling 20 shellsf@batch of about 400. From the
measurements, the statistic mean and standardidevave been found. For the group
of lighter and smaller shells, this analysis gaveean diameter of 2.112 mm with a
standard deviation of 0.287mm. This uncertainty®b % leads to very inconclusive

results, especially, since this means that themelaf the spheres cannot be determined
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to within 40%. When using this diameter to detemrtime void fraction, this error in the
measurement leads to a large uncertainty in the fvaction calculation (see Appendix
D). Alternatively, a known number of shells werddhender water. The increase in
volume was measured and related to the averagesrafithe shells. This measurement
was more accurate, although the uncertainty ofthduated cylinder was taken into
consideration. A collection of 200 of the largeekhwere found to have a volume of
6.4 ml (+/- 0.15 ml), 490 of the smaller shells eemeasured at 3.4 ml (+/- 0.15). This
translates into diameters of 3.939 (+/- 0.030) nmah 2367 (+/- 0.033) mm as shown in

the error analysis in Appendix D.

2.4.3.3 Stiffness of the Sphere

The stiffness of the shellky, ) determines the contact time of a bounce. During

the bounce, the kinetic energy of the shell isdfamed into elastic deformation energy
until the shell comes to rest (assuming a perpeitaticncoming velocity). After that
the shell is accelerated away from the object andesof this deformation energy is
converted back into kinetic energy. In the undamees®, the kinetic energy of the
particle approaching the object is equal to itekmenergy departing from the object.
Since the kinetic energy is just reversed in odagan, the only influence the stiffness
has on the behavior of the system is the contae. ti

Analyzing high speed videos of a perpendicular lsewf a 4mm PAMS shell
target, the contact time was found to lie betwe@®@0d0 s and 1/10000 s. Videos of

higher speed than the ones taken (6000 and 10a0{&# per second) would be
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required for a more accurate measurement. Thiscbtime converts into stiffness
following equations Eqgs. (52) when applied the ¢igua of oscillatory motion.

The time for one half of a period (contact is ondjf of a period):

o, =/ 2
%—”g (52.a)

The shell’s stiffness can be computed from the axirttme:

— ﬂzmp

o 2
b

K, (52.b)

Based on contact time between 1/6000 and 1/100fhds k = 672 N/m and

1865 N/m) the stiffness has been set to 1000 N/thammodel.

2.4.3.4 Damping Factor during Collision

The damping factor has been found by analyzingraévaleos of single
particle bounces. These videos cover up to founbes, an average coefficient of
restitution has been found from them. The veloeftthe particles after each bounce
has been determined by measuring the time betweehbduncing contacts and
applying the simple equations of motion (assumiffgcéionless case). See tab. 2.3 for
the details of the measurements. To check thisoagprt in which the air drag might
play a distorting role, a different approach hasrbiken in one case. The y-position
(height) of a particle has been determined (usiagiddal Instrument’s Vision program)
for each frame during a collision. Knowing the fianate the video was taken at, the

speed of the particle before and after the bouno&dde determined.
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The coefficient of restitution was computed frore #ibsolute value of the
velocity before and after the collision (Eq. (53ayhile the velocity is computed from

Eqg (53b), knowing the time between collisions.

e= Ya (53a)
Vb
$§= 9/81%t (53b)

Table 2.3: Coefficients of restitution determineanfi video of particle bounce

experiment.
. Bounce Time between Impact Velocity Coefficient of
Video # L
# bounces (s) (m/s) restitution
1 0.1562 0.76 -
1 2 0.1160 0.569 0.749
3 0.0897 0.440 0.773
1 0.106 0.52 -
2 2 0.093 0.456 0.877
3 0.056 0.275 0.603
4 0.040 0.196 0.713
1 0.108 0.53 -
3 2 0.086 0.422 0.796
3 0.076 0.373 0.884
4 0.064 0.314 0.842
Mean: 0.780 Standard Deviatign 0.093

The height vs. time plot for a single particle boeis given in fig. 2.19.
Considering that the total duration of plotted tiheze is rather short, the influence of
the gravitational force is neglected, and the tleamelwas approximated linearly. The
incoming velocity of 0.65 m/s and an outgoing véipof 0.41 m/s have been
determined (the velocity error added by gravitatiothis time period is of the order of
10°m/s). The coefficient of restitution found this wamgs 0.63, which is a little bit

lower that the one found with the first methodology
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During this and other experiments we have founat, @htimes the particles
obtain a static charge, which interferes with tharce and causes the patrticle to stick
to the bottom. This observation suggests that @evah the high side of these

measurements (e = 0.75) should be used. In oraudtly the influence of different

coefficients of restitution on the system, the ealof 0.96 ¢, = 0.001) and 0.68d, =

0.01) have been chosen to be used in the codegdinenvalidation process. However, it
is suggested to use a value between 0.75 and \8b modeling the experimental
setup. This difference results from the fact thatc¢oefficient of restitution depends on
the thickness of the pellet wall, and the pelledidius and mass; all of these parameters

vary from particle to particle, affecting the coei#nt of restitution.
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0.0034 7 y = 0.6547x + 0.0022 R? = 0.9838
. 0.0032 1 R? = 0.9907
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% 0.003 -
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Figure 2.19: Histories of incoming and outgoingtioée position for a single particle
collision. The incoming particle velocity has beewerted in time to simplify
comparison. The particle’s velocity can be readnftbe linear fit through the points.
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2.4.3.5 The Coefficient of Friction and the y-Coefficient
The transition of energy between translational exational depends on the

coefficient of frictiony and the coefficiert in Eq. (22). Both parameters are related to

each other, as they both determine the tangentie¢$ acting on a particle based on the
contact velocity. While the coefficient of frictiarould be determined by dragging a
sphere over a surface and measuring the drag ifore¢ation to the normal force
applied to the particle, thecoefficient does not have a real physical mearand,as

such is hard to determine. As Scha&fekplains, this coefficient has to be chosen high
enough to not interfere with the collision modelddow enough to resolve the
discontinuity that a rolling contact would imposethe force calculation. It was the
focus of this study to find the parameters thattracsurately describe the effect of
contact in terms of velocity and spin of the sphesfore and after a collision. One way
to narrow the parameter space for both coefficiesats to record high speed videos of a
collision of a sphere with a flat plate at a certangle and the collision of two shells
and measure the velocities and spin rates of litbres before and after the contact
using by a frame by frame analysis. Later the siaitial conditions (in terms of

positions, speeds and spins of both particlesjrer@eled with differenft and y

parameters. The velocities and spin rates aftesithalated contacts can then be
compared with the results from the high speed vateysis.

However, as the high speed video could only givanfsgmation in two of the
three dimensions of the contact, an exact reptinatf the velocities and spin rates

could not be expected. Particularly in the collisietween two spheres, the results
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could vary largely if the point of contact and thw® centers of the spheres are not in

the plane perpendicular to the camera. Adjustiegviilues of th@ and y parameters

to best fit the measured experiments gave thegmsion velocities shown tab. 2.4.

Table 2.4: Comparison between the computed andureshsutput parameters for
several high speed videos

Video #1 Incoming Outcoming Outcoming
Single Sphere Parameters Parameters Parameters
Units: MEASURED CALCULATED
m/s (linear) or

1/s (angular)

VX -0.3486 -0.3519 -0.365
Vy -0.67447 0.586 0.580
Omega 223 173 192
Video #2 Incoming Outcoming Outcoming
Single Sphere Parameters Parameters Parameters
Units: MEASURED CALCULATED
m/s (linear) or

1/s (angular)

VX -0.3453 -0.3409 -0.387
Vy -0.7064 0.5949 0.609
Omega 218 115 151
Video #3 Incoming Outcoming Outcoming
Two Spheres Parameters Parameters Parameters
Units: MEASURED CALCULATED
m/s (linear) or

1/s (angular)

VX (Sphere 1 0.0119 0.2027 0.188
Vy (Sphere 1 -0.5703 0.3598 0.344
VX (Sphere 2 0.00 -0.0279 0.186
Vy (Sphere 2 0.00 0.1977 0.157
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The spin rates in the case of the particle-toigartollision could not be
determined, as the spin after the bounce was gleatlalong the axis perpendicular to
the plane of view. The parameters that could gsoduce both particle-to-wall and

particle-to-particle contacts wepe= 0.05 andu = 0.42. The results were satisfying,

since the window of parameters for which the reasiadim the numerical model
matched the experimental results within the measent errors was fairly large (0.1 <
y<0.01and 0.35 1 <0.5).

Applying a sensitivity study, it was determinedattby choosing gvalue in
EqQ. (21) between 0.050 and 0.025 the discontinthigt, evolves from applying only Eq.
(20) in the case of a rolling contaGtgets resolved (for N > 10). This discontinuity
appears as the tangential force computed in E¢.0&illates between a negative and a
positive value for contact velocities close to zenod it is resolved by including Eq.
(21) in Eq. (22). Figs. 2.20 and 2.21 show theuirfice of they coefficient on the
dimensionless tangential contact point velocity tredeffective coefficient of

restitution.
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Figure 2.20: Dimensionless tangential velocity rafteolling impact as a function of
incoming tangential velocity for two values of threoefficient. The large tangential
velocity after the contact at low incoming tangahtielocities is a result of the force
jumping between a (fairly large) positive and negavalue. This jumping indicates,
that the discontinuity is affecting the system.
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Figure 2.21: Coefficient of restitution as a funatiof impact angle for two different

values of they coefficient. For the two chosen values the onlyasatble difference

occurs for fairly large impact angles
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2.4.3.6 Mass Moment of Inertia and Unbalance
Knowing the particle’s mass, radius and shapeoptiye parameter missing to
fully describe the system is the mass moment ofianan the three main axes of the
body fixed coordinate system. For a balanced sphi@eeis a straightforward task,
however, this computation becomes a little moregaated if unlayered or partially
layered shells are considered. In addition, theadce between the center of mass and
the center of gravity needs to be assessed. Tla@ampters were computed for

different inner layer shapes in the layering mddekcribed in chapter 3).

2.4.3.7 Summarizing the System Parameters

Tab. 2.5 shows a summary of the system parametézsntined in this section
and used to simulate granular part of the fluidized model. Slightly different values
will be used depending on the case that is beindeted (e.g. particle mass depends on
how much fuel it contains). Apart from the compiaias of the mass moment of inertia,
the values have been determined for empty shetise @xperiments are being
conducted with filled shells, the values will beetenined in a similar fashion than the
one described above.

Based on these values, the time step size and mwhbme steps for a
simulation of a certain time period can be deteadinhese values are given below in

tab. 2.6.
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Table 2.5: Parameters used in the code to simcdestes relevant to IFE layering in a

fluidized bed
| Parameter | Symbo| Value | Unit |
Mass of PAMS shell m, 1.89x10°® kg
Moment of Inertia of an unfilled | 5.00x107*2 kg [n?
target
Moment of Inertia of a filled I 0.8-1.0x104 kg [M?
target during layering
Distance between center of mass 0.00 — 5x10™ m
and center of sphere (offset)
Radius R 1.5x1072- 2.00¢10°° m
Stiffness value Ky 1.00%x10° N
m
Damping coefficient Car 1.00x107° N (s
m
Coefficient of static friction H 0.4 n/a
Coefficient of dynamic friction ) 0.025 -0.05 NI[s
m

Table 2.6: Time step sizes for different numbetiroe steps during collision contact
(N). The total time of simulation was 0.4 seconds)das were taken every 0.001

seconds.

At (s) ©,, (s) N # of steps Stesfmbggvgeen
3.38x10° 2.7x10™ 4 11851 30
2.70x10™ 2.7x10™ 5 14812 37
2.25x107 2.7x10™ 6 17778 44
1.93x107° 2.7x10™ 7 20725 51
1.69x107° 2.7x10™ 8 23668 59
1.50x107 2.7x10™ 9 26667 67
1.35x107° 2.7x10™* 10 29630 74
0.90x107° 2.7x10™ 15 44444 111

0.675x107° 2.7x10™ 20 59259 148
0.54x107° 2.7x10™* 25 74074 185
0.45x107° 2.7x10™* 30 88889 222
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2.4.4 Fluid- ParticleInteraction

The fluid-particle interaction predicted by the rebdas compared with
empirical relations and experimental observati&@usce the flow conditions for the
actual layering experiment (performed with heliunalaout 0.5 atm and at temperatures
below 19 K) are difficult to sustain practicallyanlaboratory environment, and the
analysis of such a system would be somewhat clgatigna room-temperature,
standard-pressure fluidized bed was set up to erpatally observe the motion of the
particles in the bed with different configuratiofi$ie purpose of this analysis is to
benchmark the model with an easier setup than medfor layering conditions, and
ultimately confidently apply the model to study thgering process under cryogenic
conditions. Then a window in the parametric oppgaspace can be defined, in which
the layering experiment can be expected to be sefideTab. 2.7 compares the most
important parameters for nitrogen at the room-tawipee (RT) and for cryogenic

helium as a fluidizing gas.
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69

Helium @ | Nitrogen @
18 K, RT, Units
0.5 atnt® 1.0 atnf®
Hi Viscosity of fluid 0.33x10° | 1.82x10° Pals
. . ki
P Density of fluid 1.337 1.293 F%
- . J
Co s Specific heat of fluid 5200 1005 Kg K
e w
Kgas Thermal diffusivity 0.026 0.0257 —
m[K
Pr Prandtl Number 0.733 0.707 n/a
d, Particle diameter 2.36-4.00 4.00 mm
m, Mass of particle (empty) | 1.89x10°® 1.89x10° Kg
Ar Archimedes number 8.18x10° 1.4x10° n/a
RE . Reynolds number pellet in 3439 519 n/a
free fall
U, Free fall particle speed 291 1.82 ?
H Bed height ~0.05 ~0.05 m
Joed Bed diameter 0.025 0.025 m
oo Number of shells ~100-400  ~100 - 40 n/a
v Richardson Zaki Exponent 2.406 2.41 n/a

In this setup, the fluidized bed consists of a ZBY(1 inch) ID tube of 45.72
cm (18 inches) length. A distributor plate, or t'fris mounted at the bottom of the tube
to provide a shelf for the shells, to impose aamif gas flow velocity across the cross
sectional area of the bed, and to provide a presnap which is significantly higher

than the pressure drop through the fluidized bed fig. 2.22). The tube was filled with
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shells with a range of sizes and weights to sthdyinfluence of these parameters on
the overall bed behavior.

Several different sphere sets were used, inclutgl50 PAMS shells (3mm
in diameter), 200 PAMS shells (4mm in diameter)) 86lid nylon spheres (3.98 mm in
diameter), and 900 solid nylon spheres (3.175 mrdidmeter). As a fluidizing

medium, nitrogen or water was pushed through tldeifba vertically upward direction.

Closed loop
plumbing circuit

Fluidized Bed
Section

Capsules

Frit

Figure 2.22: Experimental setup with nitrogen &ésidizing medium.

As a first test, the unrecoverable pressure dromptited by summing up the
drag forces of all the patrticles, is compared ®ghessure drop predicted by the Ergun
equatiori’, applied over the bed as a whole. Despite beisgdan simple assumptions,
the revised Ergun equation has been widely accegg@dvery good approximation. The

pressure drop has been measured in the room tetumgeexperiments and is compared
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with the values resulting from directly applyingetBrgun equation on the entire bed
domain.

The application of the Ergun equation is restddtecases in which the particles
are immobile and the void fraction is fixed and log@neous over the entire bed
domain. Thus, it is only reasonable to comparesuesdrop values for fluid velocity
values below the minimum fluidization velocity. Weow that the void fraction in the
case of a packed bed is around 0.40. Once thdaya$ldiidizes all the particles, the
pressure drop through the bed should increase slasvine drag on the spheres, in
average, is equal to the patrticles effective werghth only varies weakly with the
void fraction. Due to their low density, the PAMI&ells are fluidized at very low flow
velocities. Thus, in the first test, the bed wisdiwith 900 solid nylon shells. Their
density (~1370 kg/r) allow us to measure the pressure drop for a taayeye of flow
velocities. Fig. 2.23 shows a comparison of theseixpental results, the Ergun equation
prediction and the time-stepped model simulatidre tinderlying considerations for

the error estimates are presented in Appendix D.
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Figure 2.23: Pressure drop through the bed asdiifun of flow speed estimated from
the experimental results and computed from Ergknigation (Eq.(36)), and from the
time-step model.

Now that we established evidence that the dragefleading to the
unrecoverable pressure drop is modeled correctlgde speeds below the minimum
fluidization velocity, the next step is to check ttelationship between the flow speed
and the bed expansion after fluidization is achiex® well as the general behavior of
the bed.

The predictions from the Richardson-Zaki relatiapflied to the bed globally)
could be compared with the time-stepped numericaleh However, the Richardson
Zaki relation is based on the assumption of homeges fluidization.

In general, most gas-solid fluidized beds showlabbag or chugging behavior
(inhomogeneous fluidization), whereas in liquididalystems, homogeneous
fluidization is to be expected. By defining and garing the kinematic and dynamic
wave velocity, Gibilar’ shows that Eq. (54) can be used as a predictizsune of the
likelihood of homogeneous fluidization. If the egpsion on the right hand side is

positive, we can expect homogeneous fluidizatibih j$ negative, bubbling behavior
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(inhomogeneous fluidization) can be predicted. Tdid fraction is the only free
parameter of the system, and it can be shown tleattbe entire porosity range (0.4 <
€ < 1.0), the stability criterion predicts bubbling behavior the case of PAMS and

nylon shells fluidized in nitrogen.

179 gl]j 05 IO _p 05 1-n
: 2“ p P £ __|-1 =0 (54)
v Ut Py (1_‘9) .

After these considerations, we decided to fluidiglon shells with water, as Eq.

(54) predicts homogeneous fluidization for thisecagliquid-solid fluidization. This is
an important step in the validation process, aflotvs us to compare experimental
results to the Richardson-Zaki predictions (whiok @nly valid for homogeneous
fluidization) and modeling results, as depicte€ign2.24. Although the fluidization of
ultimate interest for the layering experiment inwgs gaseous helium, which leads to
inhomogeneous fluidization, we can use this casmaxglditional case to verify the

model predictions.

0.12
010 -
E

= 0.08 -
o

2 0.06 - _
(2] i
2004 o~

o

o 0.02 - m==$=  Modeling
Results

ey Deriment

0.00 ;
50% Void Fraction 70% 90%

Figure 2.24: Flow speed as a function of void factor homogeneous fluidized bed
operation of 350 particles in water based on emgdirexperimental and numerical
predictions.
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Good agreement can be seen between the experimesuék, the model
predictions and the appropriate empirical relation.

As a final step in benchmarking the model, we cameghdéhe model predictions
directly to the experimental observation in theecainhomogeneous fluidization. In
this case, we observe bubbling or chugging behdotr experimentally and
numerically. Different videos of these behaviorsved as from the experiments are

posted on the web (www.iacs5.ucsd.edu/~kubgehm

In a fluidized state which is governed by bubblogiavior, the prediction of the
bed expansion is a little bit more complicatedth@ model, the average of the highest
ten shells is used to report the bed height. ERb 8hows the average void fraction
based on the overall bed expansion observed iexperiment and predicted by the

code for the case of 200 PAMS 4mm PAMS shells thaid in nitrogen.

—=— Experiment

0 081 )
'E 0.6 H - - & --Numerical e

o = Analysis y ,

% At

= 0.4 - /

: S

R

30% 50% 70% 90%
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Figure 2.25: Flow speed as a function of void facfor non-homogeneous fluidized
bed operation using nitrogen based on experimanthhumerical predictions.
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The error bars in this figure include the uncetiamin the measurement of the
relevant parameters (particle radius, flow spetd) ender steady state conditions. The
uncertainties resulting from difficulties in measgrthe time-averaged bed height of a
bubbling bed are not included in this figure, armbmparison to the time-averaged bed
height of the mean y-position of the ten highestiglas as done in the numerical case
is not expected to match the experimental findipgigectly.

The results, mainly the prediction of the bubblbegl behavior with a bubbling
frequency close to the one observed in the expetir&-6 Hz), and the relation of bed
height vs. flow speed (Fig. 225), while consideriihg large measurement error for the
bed height in the experimental case, give confidehat both the granular model and
the fluid-particle interaction model can prediat thehavior of the cryogenic fluidized

bed with satisfying accuracy.
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245 Compare Spin and Circulation Rateswith Experiments

The overall bed behavior predicted by this modelase to the bed behavior
observed in the experiment and similar to the aredipted by theory. The resulting
agitation of the shells leads to certain average rsppes and particle velocities.

The analysis of the particle behavior has been tgrost-experimentally
examining high speed videos of the room temperaxperimental fluidization. For
tracking purposes a white foam shell is insertetthédbed which can be easily
distinguished from the clear PAMS shells. Rotatimgtion can be tracked by following
a line pattern marked on the target. These vidande analyzed frame by frame using
the FASTCAM software; knowing the frame rate atethihe video is taken (usually
around 500 fps) and the distance the pellet moetaden two frames, the translational
and rotational speed can be determined.

The spin rates computed from the high speed vidatysis are compared with
results from the fluidized bed model. Fig. 2.26whdhat the observed spin rates in the
experiment are slightly higher than the resultsnftbe “time-averaged” numerical
computation. This is due to the fact that the pbatiotation is induced by its interaction
with the wall, while particles in the center of thed are expected to have lower spin
since they don’t interact with the wall. As a resaflthis observation, the measurements
on the particles’ spin rate are biased, as measntsnare made on particles close to the

wall, since they are easier to see.
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observed in the experiments as a function of bgamesion.
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2.4.6 Surface Damage Analysisin Fluidization Experiments

The conservation of the surface finish has beenah concern because of the
demanding requirements for target implosion physiésthin, a gold or gold-
palladium alloy overcoat needs to fully and unifgrirover the surface of the target to
reflect radiation during injection as well as tdgheith the implosion of the target. A
method was developed, that creates a smooth agdimgorm layer of gold or gold -
palladium around the outside of the shells. Usisgutter coater and a rotating dish
design, layers with a thickness of 30-50 nm andrtase smooth enough to meet HAPL
surface specifications could be produced.

One of the parameters that will determine the ssgoéthe layering apparatus
is the condition of the outer surface of the shethe end of the layering process. While
being fluidized, the shells will experience a larganber of collisions with a range of
impact velocities, which has been shown to detatéthe thin reflective overcoat.

Through experimental analysis, the damage on tigettaurface induced by a
fluidized bed operating at roughly two bed expansiwas assessed. SEM images taken
after the shells have been fluidized for 16 hre (tlaximum time that we expect
layering to take) at room temperature and tempe¥ataround 18 K indicate severe
surface degradation from the collisions. These mas®ns (shown in Fig. 2.27, and
further discussed in Appendix A and B) indicate tha Au-Pd layer is peeled off due
to particle — particle collisions at both operattemperatures, although a stronger effect
is seen at room temperatures than at 18 K. Thesa&eson to believe that the surface

damage could be reduced by over-coating the sléhsan additional layer of thin
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plastic (glow discharge polymer, GDP) as directigm gold contact can be avoided
this way. GDP over-coated shells were producedflaidized for 16 hours both at
room temperature and at 18 K. Visual analysis efSEM images taken after the
fluidization indicates that the surface damage @¢dad reduced, but not eliminated. Fig.
2.27 summarizes the results. The surface damateeqgure gold-palladium layer,
which was very severe at room temperatures, wgkthfialleviated in the cryogenic
case. The GDP overcoat could protect the underlyig Z layer in the room

temperature case, but damage in the overcoat wased by fluidization in the

cryogenic case.

0.6 yum GDP
overcoat on Au/Pd
layer Room
Temperature

0.4 ym GDP
overcoat on
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Cryogenic

Temperature
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Figure 2.27: SEM pictures showing the target serfaith a 5000x magnification
before and after 16 hrs of fluidization at differéemperatures.

After analyzing these results, a study was peréarifand presented as a

Master's Thesis by Landon Carlson, Dec 2008 at @ Biegoj’ to further analyze



80

the surface damage mechanisms and to explore nsethateate a more durable high Z
layer. It was shown that stronger coatings coulgrdegluced by changing the sputtering
parameters. Research is in progress to analyzéneih@threshold on the impact
velocity or the number of impacts at a given velpthat leads to acceptable surface
finish could be defined.

It will be shown in the next section how the flizied bed model could be

applied to help minimize the surface damage.

2.5 Relevant Model Output

Through preliminary calculatioh$' the following parameters have been
identified as being the most important in ordeat¢bieve a uniform deuterium ice layer:
the time that one particle takes to move from dpetb the bottom of the bed and back
to the top (speed of circulation); and the freqyeatovhich the particle spins around its
own axis in the bed. Additionally, the directiontbé spin needs to be randomized.
These parameters influence the temperature diiibaround a single pellet, and the
difference in temperatures imposed on one shelbagared to another; at the same
time, the spinning motion counteracts a permarenperature difference between the
top and the bottom of the shell.

The optimized fluidized bed design would have toardy provide the required
“time-averaged” uniform temperature, but also miziethe surface damage on the
targets. It this section, the relevant model outpdind an optimized fluidized bed

design will be presented.
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We will start with the requirements on the systemduter surface damage and

then cover the heat transfer and temperature umitpr

25.1 Collison Damage Analysis

As an example of how the model will help in optim@the layering process, it
is shown here how the outer surface damage spaadiiccan limit the available
fluidization parameters. By recording the normal gangential impact velocity of each
collision during fluidization, statistical data cha extracted from the model, which can
help in estimating the surface damage resultingyfcertain fluidization parameters

Fig. 2.28 shows the number of collisions at difféneormal impact velocities
for different bed expansions during a 10 seconiditation period. These statistics
indicate that the higher the fluidizing gas velg¢tiigher bed expansion), the higher the
number of collisions at large impact velocitiesthdugh it is qualitatively an obvious
result that a more violent bed would induce a higiverage impact velocity, the model
is able to quantify the difference in average imipatocity (tangential and normal). In
addition the model can provide an upper limit dfismn velocity, above which only a

very small number of collisions occur for a certgas speed at the bed inlet.
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Figure 2.28: Number of collisions at different inspaelocities during a 10 s
fluidization period for different bed expansions.

Although the severity of the surface damage resylftiom a certain number of
collisions at a certain impact velocity still neeéd$e assessed, the influence of
changing the bed expansion on the impact veloeaitybe addressed. The model output
relevant to this analysis is: 1) the number ofltotdlisions that occur during a given
time interval (collisions per 10 s); 2) the numbétotal collisions that fall within a pre-
set velocity interval, as shown in fig. 2.28 (tledlisions occurring at normal impact
velocities within a 0.001 m/s interval are countgdyilarly the tangential velocity can
be plotted for different bed expansions an degoéesbalance); and 3) the collision

frequency spectrum for each individual pellet cotegiby recording the time between
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collisions for each patrticle or for the overall bédl these statistical values are used to
guantify the collision impact induced surface damasg presented in section 4.

Based on the research presented here and the Ispi€awe could conclude
that the surface damage to the Au-Pd layer at E.@&vBs very severe. If a threshold for
the maximum allowable impact velocity can be fouhdt limits the surface damage
induced by collisions at this velocity to an acedy level, (as indicated in the previous
section), the results from the fluidized bad mantelld be used to provide an upper
limit for the bed expansion at which the pellet#'face damage is kept to an acceptable
limit. So far, the results from the research os ffeld allows the conclusion that the a

bed expansion of 2.0 will damage the surface.

252 Timeaveraged spin and circulation rates

Two main factors define the thermal environmenthefshell in the bed. First,
the pellets spin rate around its own axis, andragtioe pellets circulation speed, or
movement throughout the bed. While the spin ofpisicle influences the temperature
difference imposed on the target on opposite siflése shell, the circulation rate gives
a measure of the time-averaged gas temperaturhith whe pellet is exposed. In this
section we will show how the values of these twardities are determined from the
simulation and how they are influenced by the badumeters.

The spin rate around the three main axes of eaghisttomputed during the
simulation, a time-averaged output file containiing spin rate and the particles’

average orientation is created. For completelyrizad spheres, the values of the spin
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rate in all three directions should be very simiks the distance between the center of
mass and the center of the sphere is increasedptheates will vary between the axis
along which the center of mass is moved away fioencenter of the sphere, and the
other two, which are now parallel to the body fixadrdinate system, but shifted to
pass through the center of gravity (CG) insteathefcenter of the sphere (CS). At this
point, it is important to realize, that while tharsrate is important, we also need to take
the average orientation of the particle into actolihis average orientation is
computed by applying the rotation matrix Eq. (Idjhe vector (1,0,0). This leads to a
maximum value of -1, if the x-axis is pointed gjtgidown, and a value of +1, if the
body fixed x-axis is parallel to the system fixedxis. During a long enough
fluidization period of a perfectly balanced sphéhes quantity should assume a very
small value, as the orientation of the particl¢hia system should be completely
random. With increasing degree of unbalance, thergs are expected to orient
themselves in the bed with their x-axis pointingvddfor small fluidizing gas speeds,
since they would be top-heavy otherwise). As apuiirom the simulation, the model
is programmed to give this value (which we willeefo as “average orientation
vector”) for each individual particle as well as the entire bed.

The circulation speed is difficult to compute, las particles do not literally
circulate though the bed. One measure is to takénie-averaged velocity of the target
in the bed and divide it by twice the bed heiglitisiway we assume that the particles
are moving straight up and down in the bed. AltBvedy, the gas temperature can be
taken as a measure of the mixing of the partidigs.gas temperature is modeled to

increase as it flows through the bed. The time-ayed temperature in the gas
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surrounding each individual shell is written tefilThe standard deviation in the data
set including the time-averaged temperature ar@acth shell provides information
about the degree of mixing and circulation thdtappening in the bed during
fluidization.

A good approximation is needed when computing igein temperature of the
gas as it passes each shell as the gas flow isyamdigled in one dimension. In addition,
the heat transfer coefficient will depend on thgea surface temperature, which needs
to be computed from the layering model presentdterfollowing chapter. However,
the following argument can be made for this paléicaase.

A certain amount of heat is released from eachgbatb the gas. This heat will
depend on the speed of the gas with respect tpatiele, and the respective
temperatures. As the pellet moves through the thetlgas temperature that surrounds
the pellet will change, and is unknown. Thus, thkeaps are sorted by y-position (height
in the bed). Then, the Reynolds number for eacltviehaal particle is determined.
Knowing the properties of the gas, the Prandtl nemibgiven as a constant for a
particular system. From these two non-dimnesionatlrers, the Nusselt number can be

determined by
NU = (2.0 +18Re” Pr%) (55).

This empirical result is well accepted in the Etterre for the particle-gas heat
transfer in a fluidized system operating at Reyaaidmbers higher than t&such as

expected to occur in the planned experiments. RhanNusselt number, the heat
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transfer coefficient (averaged over the entireastafof one particle) can be computed
by

_ Nuflkg
"~ 2[R

(56).

The total amount of heat transferred between thée and the gas can then be
computed for each particle by assuming as anligjtiass that both the particle and the

gas temperature at the current time step are the aa the previous time step.
Q = h(4ﬂ R2 )l.Tsurface _TgasJ (57)
As a result, the temperature rise of the gas calmge@dch shell can be computed

from the mass flow rate and the specific heat

AT =— 2 (58)

= MEC, g
The local temperature of the gas around the shalbe found by adding all the
temperature rises due to the particles below tHetpe question. This temperature is
recorded along with the surface temperature.
The surface temperature of the pellet can be coedpgudm the difference
between the amount of heat produced by the voluerietat inside the shell and the

amount of heat released to the gas.

o _(avia-
AT, = (qc = Q) (59)

p, part p
After these calculations, the pellets have to lveedaaccording to their original
numbering to avoid confusion. The sorting in asaemtieight before and ascending

number after the temperature calculations has deea by a straight insertion
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method®. The outlet gas temperature can be found aftetetin@erature raise from all
particles has been considered.

Next, example results are presented from the agtpit of this model to a few
specific test cases to demonstrate how the infoomatlculated by this model could
affect the layering parameters. A set of simulaioms performed assuming a certain
set of conditions (see tab. 2.8). The geometristtamts of the bed were kept constant,
while the flow speed of the gas at the inlet areddistance between the center of
gravity and the center of the sphere were indepghdearied. The mass moments of
inertia around the three main axes were adjustecrdingly.

Two quantities were chosen to estimate the avamgperature field imposed
on the pellets. One is the scalar product of tlagig-in body-fixed coordinate and the
negative y-axis in system-fixed coordinates. FragnZ.29 we can see that at low bed
expansions the time-averaged orientation of thegbais very strongly biased to face
down if strongly unbalanced particles are beinglfied at low bed expansions. At
higher gas flow rates or lower degree of unbalatieeprientation of the particle
becomes more and more random (indicated by a scedbr product). The other
gquantity computed by the model describing the teatpee environment of the particle
is the standard deviation of the time-averagedgarsurface temperature. The ratio
between the standard deviation and the averagelpagmperature is used as a
parameter describing the mixing in the bed. Fig0zZhows that a higher degree of

mixing is expected for higher gas flow rates.
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Figure 2.30: Ratio of standard deviation in timefaged particle surface temperature
to average particle temperature in the bed foedkfit bed expansions (flow rates). The
smaller this value is, the more mixing will be séethe bed. If the simulation is carried
on for longer periods of time, the value is expédtedrop, but for comparison
purposes, the simulated fluidization time is kdp aonstant 10 s. The degree of
unbalance was shown to have only little effectt@nrixing of the shells.
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Table 2.8: The input parameters for the exemplifiedization simulation presented in
section 2.5.2 (see Reference 45)

Radius of Flwdlzed Bed CYL RAD 0.01 m
Cylinder —
Temperat;nitof the gas at T GAS_IN 185 K
Viscosity of Helium Gas MU_F 0.33x10° Pa-s
Density Ofin|_||:t“um Gas at RHO_F 1.337 kg/fh
Specific Heat of the Gas CP_F 5200 J/kg-K
Thermal Conductivity of KK 0.026 W/m-K
the gas
Number of spheres N_SPH 50 --
Mass of particles M_PART 3.6x10° kg
Radius of sphere R 0.002 m
Volumetric heat in particle Q_VvOL 5x10* w/m?
# of timesteps T _STEPS 1x10° -
Time step size DT 1x10°° s
Coefficient of elastic K EEE 1000
contact -
Damping in elastic contact C_EFF 4x10°
Friction parameter MU 0.4
Gamma-coefficient GAMMA 0.05

Preliminary analysis showed that at low bed exmanand large unbalance, the
particles do not turn over. It will be part of tbembined fluidization — layering model
(Chapter 4 of this work), to study the bed expamsiecessary to overturn shells of

different degrees of unbalance.



3. Modeling the Layering Process

This chapter will elucidate the relevance of #gering process and its position
in the sequence from target production to injeciinod engagement. A brief literature
review reveals the underlying physics of the laygprocess in the one dimensional
case. After highlighting the advantages of studgrgo-dimensional case, the details
of the development of a 2-D description are presgrBefore using this model to
predict the layer formation in shells inside adiaed bed, several test cases have been
studied in order to validate and verify the modstpaoit.

A benchmark experiment has been set up using \aatarsurrogate in a cuvette,

providing practical results of a controlled testea

3.1 Importance of the Layering Process

In the proposed production process, plastic or foapsules are filled with
gaseous deuterium (DD) or deuterium-tritium (DT)adm temperature, and then
cooled past the triple point. When the gas is cosde inside stationary shells, the fuel
will be gathered at the bottom of the shell. Spiasymmetry of the fuel layer
thickness inside the target has been establishadexpiirement by target implosion
physicists to minimize Rayleigh Taylor instabil&f@. This uniformity in the layer
thickness will be achieved by a mass redistribugimtess after the fuel has been
frozen at the bottom of the shell. Success in prtesg a feasible pathway to mass-

produce IFE capsules, in which the DT is frozerfarmly on the inside of the pellet,
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depends on the reliability and predictability of tayering process. After redistributing
the fuel into a uniform layer, the targets needédammediately transferred to an

injection system and shot into the reaction charfdramplosion.

3.2 Theoretical Analysis of Redistribution Rates

3.2.1. Literature Review

As mentioned in section 1.3, the redistribution hatsm of DT fuel in an ICF
capsule based on the heat released during therrdecay has been analyzed
theoretically by A.J. Martin et dland later by T.P. Bernat et®land experimentally
confirmed by Hoffer and Forem#n Starting with the general heat diffusion equation
both cases, the main points of their derivationragélighted here and will be the
starting point of the development of a 2-D layenmgdel.

The main difference between the two authors [4][&44l lies in the modeling of
the movement of the gas inside the gaseous vdilde lfime between filling the capsule
and layering is long enough, the buildup of heli@rfrom the tritium decay during
filling and layering of the capsules would resultlhhe movement of the DT-gas through
the helium-3 in the void, becoming a two-specidfusion problem. Appendix E
analyzes the two theories behind the two modelspewes the results from one specific
DT layering case. In addition, some experimentalysis of the multi-species problem
is presented in Appendix E.

The present work focuses on the heat transfer tispdte redistribution

process, not considering the mass transfer proptesented in [4] and [51]. Such a



92

description would be valid in the layering of paieuterium or in the case of DT
layering, if the fill and cooling time of the shelk kept below ~5 days, as shown in

Appendix E.

3.2.2. Physical Description of the Layering Process

The general heat diffusion equation with a heaegaion term is the starting
point in the theoretical analysis. Please refdigia3.1 and the nomenclature to follow
the derivation in the following section. Eq. (6@psvs the heat diffusion equation in

Cartesian coordinates in one dimension.

x @ x'
L L M
Al R F AT WL ST iR B

Figure 3.1: 1-D schematic illustrating the tempeamadistribution during layering.

dT _

q" + K v 0 (60)
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Integrating twice leads to

T(x)= —Zq— x2 +C,x +C, (61a)

ice

The boundary conditions that will be applied atitireer and outer surfaces are

?j—T =- N’;(AHS Evaporation flux at the interface x=h1, and (62a)
X ice
T=T, at x=0. (62b)

Applying the constant temperature boundary conaligibthe outer surface Eq.

(62b)) to the general solution of the heat equaiqn(61) leads to:

C,=T, and T(x)=T, —%xz +C,x (63)

The heat flux boundary condition based on the enajppe mass flux at x=h1

leads to:

d_Tj :_q_hl+C1:_NAAHS
dX x=hl

This leads to Eqg. (64) in general, and to Eq. (66adhe conditions at the inner

surface
T(x)=TO—%x2+[—%+C?—;Q]X (64)
g
T T = N ,st h+ qu'(_" h? (65a)
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In order to compute the temperature at the oppaginigce (x=h2), Eqg. (61b) is

solved similarly, and the corresponding boundamndamons at the interfaces are

applied (Egs. (62c) and (62d)).

T(¢)=-55—x " +Cix +C, (61b)
N, AH . : x
% = ?( > Condensation flux at the interface=k2 (62c)
X ice
T=T, at x=0 (62d)

As a result, equation (65b) can be used to finddhgoerature at the inner

interface.
N, AH
T Ty = e, ZEice h,? (65b)
Substracting (65b) from (65a) leads to:
N, AH

Ty =Ty =- A_ (h1+h2)+%(hlz_h22) (66)

Using the following notation for the uniform layémicknessd and the
nonuniformity 0 , we get:
(h+h,)=2d (h-h,)=20
(67)

T =T = (_—NAkaS (2d +q—2d5j

ice ice

The movement of the interfack can be related to the molar flux and the molar

density Eq. (68), which in combination with Eq. Yé&ads to Eq. (69).
(68)
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2d (.
Thl _Th2 :k_( 5105AH5 +q 5) (69)

Assuming no temperature difference between thevialts, (idealized scenario),
the movement of the interface can be determinelddoy(70)
(8 p.aH, +¢"3)=0

N/

§=- ZH 5 (70)
pS S

Eq. (70) is a T order ODE with the solution:

3(t)= J(O)ex;{— q tJ 1)

PAH

In this special case, a very small temperaturedifice between the two
interfaces (assumed to be exactly zero for thautations above) is the driving force for
the molecules to move through the vapor space.i$lsigood approximation, if there is
pure fuel vapor present in the gas phase. The gécales are assumed to flow
through the vapor space instantaneously. Thisvaid assumption, since the pressure
of the gas close to the interface (in steady stategry close to the vapor pressure at the
surface temperature. In a small void as the omi@stion, large pressure differences
resulting from large temperature differences waddalize in a time frame of the order
of the speed of sound and the diameter of the glklth is very small). This results in
sublimation or re-sublimation mass flux at the aoefuntil the equilibrium temperature

is reached T, :T(Pv)). Both the characteristic time of the evaporaaod sublimation

flux at the surface and characteristic time resglfrom the speed of sound in the gas in
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comparison with the size of the void are very sroathpared to the layering times
making this assumption acceptable.

However, if a nonparticipating gas species is presbe flow of vapor
molecules will be slowed down. The total pressarthe gas will be constant in the
entire void, but the values of the two partial grges will be different at the surface
depending on the surface temperature. The speedlistribution for this case will
depend on the conditions of the nonparticipating gjzecies as well. The problem
becomes both a heat transfer and mass transfdeprolbhe mass diffusion of species
A (fuel) through species B (nonpatrticipating gasgas to be accounted for. This
difference in partial pressure can be computedobyirey both mass and heat equation
simultaneously. Two different models have beeniaggbr this case®’. In Appendix
E both models are presented and their resultscan@ared, in addition a simple
experiment was set up to further verify their viajid

In the following analysis the influence of a nomrtapating gas has not been
taken into account for the reasons presented tloge®.2.1. The model should then be

valid, when layering pure deuterium under IR iredidin.

3.3 Establishing the Need for a Two Dimensional Model

Information on the layering process found in ther&ture comprises only the
one-dimensional case. However, there is a subatauvantage in studying tleéfects
of the second dimension on the layering processceSmall spherical shells are being

layered, the approximation of looking at two infenthin plates in Cartesian coordinates,
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as taken in the theoretical anal§si5>2 is expected to break down as two dimensional
effects become more and more important. In addisome of the surface-roughening
phenomena observed by Shelfdikely result from 2-D effects. These surface teas
have been studied in solid-liquid systéfitsut have yet to be analyzed in the context of
the layering mechanism. While numerical descriggiohsolid-liquid phase changes
can easily be found in the literateé>, a two dimensional description of a solid to gas
phase transformation could not be found. The measaon for this lies in the limited
application of a sublimation and re-condensatistesy. Furthermore, since the total
volume of the system is limited to the volume & Hhell, the large density changes
between the gas and the solid phase make the bgurwiadition at the inside surface
difficult to apply.

Additional reasons for studying this problem irotdimensions come from the
time-dependent local heat transfer coefficienhatduter surface of the sphere imposed
on the shells in a fluidized bed, as the pelletsexiposed to the cooling gas stream.
This temporal and local change in heat transfefficoent as well as the influence of a
preferential position of the pellet in the bed caity be studied by looking at a two
dimensional case. A preferential position can kjgeeted at low to moderate gas
velocities of the fluidizing gas due to the pelletsbalance. Since there is no easy
theoretical solution for the two dimensional lapgrproblem (as there is in 1D), the
heat conduction equation Eq. (72) is solved nuradlyito study the influence of
different outer boundary conditions on the resgltimass redistribution on the inside of

the shell.
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The preceding literature review and its conclusieamgombination with the
experiments described by Hardirfgummarized in section 1.2) and earlier by Hoffer
and Foremaltt, identified the physical concepts that can beiagpb describe the
layering process.

If the temperature and the molar density of thepglese throughout the void are
taken to be nearly uniform and a function of theeinsurface temperature, solving the
heat conduction equation in the solidified portadrihe fuel will suffice to describe the
physics of layering. Of course the proper boundaryditions need to be applied:
conservation of mass in the gaseous void, combintdthe appropriate boundary
conditions at the inner and outer surface of tled fu

In this work, an attempt was made to develop adingensional description of
this problem. After implementing this model, a nienbf model tests have been
performed showing that the conservation laws apaeted. Comparisons to the one
dimensional case were then studied. Before usiagnihdel to analyze the influence of
the local and temporal variations of the heat fiem=oefficient that result from
different operating parameters of the fluidized,kmedontrolled experiment was

performed to provide a test case for the seconemson of the model.

3.4 Development of a 2-D Layering Model

Solving the heat conduction equation in two dimensi(Eq.(72)) is in principle
a straightforward task. A Gauss Red Black algorittad been developed and tested

successfully in previous work on target survivalds®. Similar to the target survival
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studies, the response of the temperature fieldarfuel layer to different heat flux
scenarios will be studied. However, the treatmémth® inner and outer boundaries will
be significantly more complicated, as the compeaeatilong time frame studied in this
case will cause the inner surface to change itseshis a result, the entire fuel layer
needs to be studied as the targets are not splhesgmmetric as has been assumed in
previous work.

The main obstacle in developing the two dimensitagring model is the
treatment of the solid-gas boundary. Several casdepmodel a moving boundary are
presented in Minkowyc?, including refining a fixed grid close to the irfece
(Eulerian approach), moving the grid with the positof the interface (Lagrangian
approach) or a combination of the two descripti@se of the mixed Eulerian-
Lagrangian models, the “Immersed-boundary Techrijquesented by Udaykumar et
al>® was chosen to describe the layering process asevaterested in the exact
position of the interface and large movements efgbsition of the interface are
expected. In this description, the heat equati@oiged on a fixed grid, while the
interface is treated as a sharp discontinuity ighatoving through the grid and tracked
by recording the coordinates of a number of marktsg the interface. These markers
are treated in a Lagrangian frame, while the fegjdations are solved on an Eulerian
grid. The stencils of grid points which will be @fted by the interface are adjusted
accordingly. The advantage over pure Eularian desan is that the interface boundary
condition is applied exactly at the location of thierface, which leads to a more
accurate description of the phase boundary andfiteence on the temperature field on

the neighboring grid points. In contrast to the lasgjian description, large
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deformations of the interface can easily be modeligaout introducing large errors
when moving the grid to locations where the temfoeeaneeds to be estimated. In
addition, re-computing the grid after every timepsto adjust to the new location of the
interface is computationally very expensive.

Udaykumar et al* *®illustrate the advantages of this “sharp interface
description” and compare the results for liquiddifitation to other sources. These
authors also show, that the method is globally sé@yder accurate, since the number
of grid points the stencils of which are adjustedying them first order accurate) are
few compared to the overall number of grid points.

It was decided to follow the outline presented5][ while certain
modifications to the model had to be implementedraer to describe the specifics of
the layering process. These modifications incluekcdbing a solid-gas boundary
instead of a solid-liquid boundary, the main diéiece of which lies in the density
change in the gas-solid case, which is much laiger in the solid-liquid case. Other
differences include the heat flux boundary conditapplied on the outer shell surface
implementing temperature-dependent coefficientd,variting the model in cylindrical
coordinates in order to describe the entire sphere.

In this chapter, the main features of the movinggehfront on a fixed grid are
be pointed out; the modifications to the boundamyditions are then described such

that the layering process can be simulated.
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3.4.1 2-D Equations and Boundary Conditionsfor Fixed Grids

As discussed in section 3.3, the layering procaashe modeled by solving the
energy transport equation (72) in the solid patheffuel while applying the boundary
conditions Eq. (73) on the inner and Eq. (74) andbter boundary. It is worth noticing
that Eq. (72) accounts for temperature-dependentrizl conductivity, since this value
changes significantly for DD or DT close to thelei point, see [Souels and tab. 3.2].
In this sublimation and re-sublimation problem, iterface velocity is computed
directly from the Stefan condition and the normadyent of the temperature normal to
the interface Eq. (73), while a known heat fluxnmposed on the outer boundary. In
contrast to Udaykumar et &l.these boundary conditions must be fulfilled while
simultaneously conserving the total mass in théegyswhich means that the sum of
sublimation and re-condensation at the interfaed,the accumulation of mass in the
void must be balanced. A small change in solid v@wvill cause a significant increase
in pressure in the void. This change in pressargym, affects the sublimation flux at
the surface. These conditions, originating fromfdet that we are modeling an
enclosed void containing a pure species, are subfeection 3.4.5.

The starting point of modeling the layering procesa sphere is a rectangular
grid representing the volume containing the sphBna interfaces enclose the solid
fuel domain in this volume. The outer surface déssrthe location of the thin plastic
shell containing the fuel. This interface is fixaa the grid, only the heat flux or surface
temperature applied on the surface will vary. Trireer surface represents the solid-gas

boundary, and it is free to move through the gsidree mass redistribution is modeled.



The location of both interfaces is described by s&ts of markers along the interfaces,
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which record the coordinates of the interfaceseirtacn intervals.

Fig. 3.2 shows the geometrical details of the mauate that the entire sphere is

being modeled by applying cylindrical coordinatadwthe axis of rotation along the

centerline of the circle. In applying this equatisome assumptions are being made

about the symmetry of the initial layer shape,thely seem reasonable considering the

complexity of modeling a 3-D sphere and the smatidiit one could get out of such a

model.
e kar ST 2 72)
ot pC,c\r or o) 0z 9z pC,,
Vn = 1 klce(a_j - kgas[a_Tj (73)
PAH nJe on ),
oT
k.—=h(T, -T, 74
ice an ( 0 oo) ( )

In applying cylindrical coordinates, zero gradibotindary conditions have to

be imposed in the radial direction at the origire Wso impose that the interface

crosses the z-axis perpendicular.
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Figure 3.2: Schematic of the two dimensional laygeproblem. The blue
markers represent the inner layer (initial conaitjavhich will move through the grid.
The red markers represent the outer (shell) boynddrich are immobile; however the
cooling from the gas stream is applied here.

The temperature field of the gas around the skelbt being computed. Instead,
a certain heat flux is applied on the outer surfadech is assumed to be due to the
convective cooling on the outer surface, whichlisnately determined by the position
and orientation of the pellet in the fluidized Hede previous and following chapter).
The temperature of the vapor inside the pellebiss@dered homogenous throughout the
void, but it does depend on the temperature oirther surface. Eq. (72) is only solved

for grid points in the solid domain. These gridmsican be divided between those

whose stencils are affected by the interfaces laosktwhose stencils are not affected.
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As a general form for grid points not affected bg interface, Eq. (72) can be
discretized according to the rules of numericdedéntiation using finite difference

formulation for pure implicit solution of the pravh, resulting in

n+l n+l n+l n+l n+l TSR
Kn {T. AT -2 T T - 2T ]+

2 Ar 2

n+1 n+l n+l n+l
-I-in_+1_-|-in_ 1 T| 1+1 T| -1 ki.j+1_ki.j—1 +
d b= 207 (75)
At P C
leirlj Tn+1 k:;l] klnzlj klnrl +
20r 2Ar R

(qn |

For all the grid points, which are in close proxyrio the interface, the stencils
are modified to account for the presence of thesplimundary. The following section

will describe how this interface is treated.

3.4.2 Computing theLocation of the Interface

As illustrated in fig. 3.2, and described in the\pous section, the inner and
outer boundaries are described by recording thedowates of a number of markers
along the interfaces. This results in a mathemladiescription of the interface of the
form r(s) and z(s). The spacing between two markends() , (s, )) and
(r(s..,) , Z(s..,)). has to be of the order of the grid spacing, iaigithe general
convention that the solid lies on the right harttesas one moves along the interface
(from k to k+1). While the inner surface of thegayvill move through the grid, the

outer interface will just serve to apply the appraie boundary conditions to the solid

domain. It is worth noticing that the markers o thterface do not necessarily coincide
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with the grid points. If the position of the intace between two markers is needed, it is
computed by interpolation.

In difference to Udaykumar et &l. a cubic spline interpolation was
implemented following Bewle¥ since the polynomial description for a high numdier
marker points are expected to give unsatisfactesults. The values of the second
derivative of the cubic spline functidrY(sk) are computed and saved for each marker
point for both the radial and the axial directidhe distance between two markers is
taken as one to simplify the equations. As a rethdtEq. (76) gives the radial

coordinate of the interface at posit&n which lies between markess ands,,,,

wherer, andr,,, are the radial positions of the two markers k lentl

) sl s, )

1

f(SN)= I‘(SN)= f"(S(ﬂ)((SN _lsk)3 _1EGSN _%)j-'- (76)

Sk+1_SN)+r SN_S()
1 k+1 1

(@]

e

The derivativea—r at position SN is found directly from the valuediué second

0S
derivative:
@(_3[&“1 ~ Sy )2 +1)+
’ a f ! +
f(s.) :a—;j | el -5 1)+ 77
I Tl
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The axial direction is handled analogously.

Now that we can describe the location of the iaiefin space, we need to relate
the position of the interface to the grid.

After identifying all grid points close to the imtace, it needs to be determined
if each of those grid points;( z;) lie in the solid or the gaseous domain (see3ig).
For each grid point we thus need to find the It passes through; (z;) and is
perpendicular to the surface. This line has thenfar=alr +b, the slope can be
found from Eq. (78). The intersection of the suefaormal with the interface is
labeledsy, . Both the slope and the point of intersection Haviee determined as has
been demonstrated in [55], by solving Eq. (78) ggtq. (77). In difference to [55],
when implementing a cubic spline interpolation sthequations can not be solved
directly for sq, . Instead, a pair of consecutive markers brackesigdhas to be found
by looping Eq. (79) over all markers until a p&rapd k+1) is found, for which the
product of C, andC, is negative. If more than one pair can be fouhe,dne closest
two markers to the grid point will be chosen. Tlgn (79) is used in a bisection
method to determine the exact location of the s#etion &y, ), the markers k and k+1

are taken as the initial bracket, which is beirfqesl to zoom in on the exact location

of the intersection.

s)
1 __ds ™

‘dzj ) dzj o =,
dr ) ds )

Zg, — Z;
N
a= ’

(78)
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dr dz
%)k [qu _ri)+£jk Eﬁzk _Zj):C1

dr dz (79)
j [quﬂ - ) + ] Eﬁzkﬂ —Z; ) = Cz
k+1 dS k+1

ds

Once the intersection of the surface normal andnteeface &4, ) is found, the

scalar product of the vectar (Eg. (80)) and the surface normal(Eg. (81)) will
determine which side of the interface the grid pbes on. Based on the sign
convention described above, the point lies outidesolid domain, if that scalar

product is positive, and inside, if the scales prids negative. The radial and axial

components ofl are given by:

A = o~ A, = =Tk (80)

f \/(rSN_ri)2+(ZSN_Zj)2 Z \/(rSN_ri)2+(ZSN_Zj)2

The radial and axial component of the surface nboawa be computed by

E ar
n, = Js n, = Js (81)

I R T
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Figure 3.3: Schematic illustrating how the surfaoemal through each grid point is
found to determine weather a grid point lies ingbkd or the gaseous domain.

Recording either +1 or -1 depending on the sigh af for each grid point
results in a -1/+1 map of the grid points crowding interface (see fig. 3.3). As a next
step, “true neighbor cells” need to be identifi€edese are grid points which are
separated from at least one direct neighbor bylkt@se boundary. This procedure is

similar to the one presented by Udaykumar &t ahd we end up assigning a value of
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+1 to all grid points inside the solid domain, veéhwalues for the gaseous domain are set
back to zero. In contrast to [55] the present wasgigns a value of 2 to all true border
cells (see fig. 3.4). This way, the distinctionveegn neighbor cells and the rest of the
domain will be easier for the 2-D solver.

Overall, the coordinates of N markers are storealtiwwo by N array, the cubic
spline coefficients fill an additional two by N miat while the position of the interface
on the grid (with GR grid points in radial directiand GZ in axial direction) is
represented by a GR by GZ array, which is refepegktthe “interface matrix”, that only

carries the values zero, one and two. This is g @eonomic description of the problem.

3.4.3 Adjustment of the Stencilsto the Presence of the I nterface

When solving the transport equation, Eq. (72) diseretization shown in Eq.
(75) is used in a Gauss Red Black (GRB) algorifttmdetermine the temperature field
on every grid point in the solid domain that is dwectly affected by the interface (i.e.
those with a value of 1 on the interface matrix)e Toauss Red Black algorithm is an
iterative scheme, in which the grid points arediwd into a checkerboard pattern, as
illustrated in fig. 3.4. The temperatures of aldgooints of one color (red) are updated
solely based on the values of grid points of theeotolor (black) (see Eq. (75)). After
that, the temperatures of the black points are ctetpbased on the updated values of
the red points. This method converges fairly quickince the values of all the points of
one color only depend on the values of the poifite@other color (except for the

boundary conditions).
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All the points with a zero in the interface matfipaseous domain and cooling
gas) do not need to be solved for (for reasonsidgsd earlier), leaving us with the true
border cells (value 2 in the interface matrix).

In contrast to the unaffected grid points (valud ari the interface matrix), the
discretization of Eq. (72) for the “true neighbgrid points will be different from Eq.
(75) to accommodate the presence of the interfdtoe computation of the temperatures
of the true neighbor grid points, by applying a iified stencil, is performed after each
GRB-iteration.

The modification of the stencils for the true-ndaghgrid points is described

next.
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SR

Figure 3.4: Schematic illustrating a segment ofitiverface, the markers of which are
represented by the blue squares. The distinctibmdas the red and black points for the
GRB algorithm is depicted along with the classtii@a of the true neighbor points (2)
and the regular solid domain (1).

The stencils marked by a ‘2’ in fig. 3.4 will netxlbe adjusted due to the

presence of the interface. Grid point, &) is chosen as an example to describe the
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modifications to the stencil in the r and in thelirection, since two of its neighbors
(r4, zy) and (t;, z;,,) lie in the gaseous domain.

When trying to apply the z-component of Eq. (72{1t0z;), it becomes
obvious, that, since the point at (z;,,) lies in the gaseous domain, we need to replace
that point by €, zg, ), the intersection of the grid line with the irftere, and the
temperatureT,; ., by T, , the temperature of the interface at the inteiseatith the

grid line. The discretization then follows

2|]((Ti,j) Tg — T _Ti,i ~Tija +
o7 gk | Tt L 2a7 72

J J

7+ 37 O3z [Tsz _Ti’j_lJ[Ek(Tg)—k(Ti,,-_l)]

o -2,

k (82)

Zy -7,

The in the r-direction, the discretization looksitar, substituting (s, z;) for

(r.1,2;) andTg for T, ; when setting up the stencil:

_ZEH((-I-i,j)EETHl,j _Ti,j _Ti,j _TSRJ_'_
0°T +0T ﬁ: i ~Ix

a2 or or _[THL] —TSRJ [ﬁk(ﬁﬂ,j)—k(&) k(Ti,j)j_

Mg =T r—r
k ! N (83)

+
lig g r.

r'i+1 - r'SR i+1

Thus, instead of using the temperature of the t@ighg grid point to solve Eq.
(72) at the present point, the temperature ofriterface at the intersection with the grid
line is used.

In order to find the position SR and SZ (in cooedes along the interface) at

which the interface intersects the grid lines ia thdial and axial direction, respectively,
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we need to solve the third order polynomial resglfrom substituting; or z; on the
right hand side of Eq. (76) and solving for the *SiRbr example, we find SZ, the
coordinate along the interface between k and ktvh&ch the r-coordinate is equal to

r. through Eg. (84). Since we can compute the caeffis of the polynomial exactly,

we can efficiently solve this problem using NewRaphson metholl Similar to the

method described above, Eq. (79) is applied to dildacketing pair of markers k and

k+1.
T8, - 2P (s -22)
o=l (g sy () 89

" EGS(H - SZ)"' M EQSZ - Sk)

Once SR or SZ is found, we can apply Eqg. (76) tomate the values,, and
z.,, and we can set up the stencils in Eqgs. (82) 88y (

In summary, Eq. (72) can be solved for a true reaglgrid point ¢, z;) by
applying Egs. (82) and (83). In the case the interfseparates the poinmt,z; ) in the
solid domain from (, z,_,), in the gaseous domain (in the negative diregtigg. (82)

needs small adjustments, but the underlying digatadn would be the same. A similar

argument holds true for Eq. (83) and the interfagssing between point, ( z;) (solid)
and (r;_,,z;) (9as).

In the case where the phase boundary crosses bngrithore than once in the

neighborhood of one grid point, attention has teaie to finding the intersection that
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lies in the corresponding direction along the ¢ind. For instance, if two intersections
in the positive and negative r-direction need tdduand, the stencil needs to be
modified twice, once in either direction. Thesedgroints are identified by having a
value of 2 on the interface matrix and a value @dr@either neighbor. In this case, both
intersections need to be found for proper adjustrokthe stencil.

One of the computational issues of this method meeatl by Udaykumar et
al>® is the assignment of properties to newly emergi&bppint. Problems could arise
from the sudden change in properties on the gridt@s a phase change happens in this
point. However, this is only a problem if the traod equation is solved on both sides
of the interface. In the case of a gas-solid plcas@ge problem, the abrupt change in
properties during phase transitions is accountetydhe special treatment of the solid-
gas interface. The newly emerged point is assigimedemperature of the gas phase at
the previous time step. This represents a smaloappation, as discussed earlier, but
large temperature differences between the gastenidterface are not expected. To
find the temperature of the newly emerged poininbgrpolating between temperatures
of the closest interface marker points would yeelsimilar result. This approximation
would worsen, if large jumps of the interface worddult into a new point emerging
deep in the solid domain. In that case, a bilime@rpolation function including the
neighboring grid points and interface markers as@nted in [55] would become
necessary.

Since the transport equation is only solved orsthiel side a sudden change in
properties is not observed, however special cagd teebe applied when dealing with

the density change as is presented in section.3.4.5
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3.4.4. Implementation of the Outer Interface Boundary Condition

In order to complete the description of the laygmpnoblem, the appropriate
boundary conditions need to be implemented at thahnner and the outer interfaces.
In the present study, the result of different hesmtsfer boundary conditions on the
outer surface of the pellet will be studied. Wheplging a local heat transfer
coefficient on the outer surface, the outer tempeeawill also vary. As a first step, a
cubic spline interpolation function was implementedietermine the temperature of the
interface between marker points.

When using Eqg82) and (83) to compute the temperatures of the“tr
neighbor” grid points, the temperature on the fiaisr is required. However, the
temperature along the interface depends on theeiatype field of the solid domain
AND the heat flux boundary condition on the outerface. As a result both the
temperature field and the heat flux boundary cemaibhave to be computed
simultaneously and can be taken to desired le¥alerovergence by iterating between
first computing the temperature field in the sal@main based on the previous
temperatures at the interface markers, and secpaéte the temperatures at the
interface markers based on the temperature fielthi$ work, the temperature at the
interface and in the solid domain are obtainediteely by coupling the computation
of the interface temperature into the GRB algorithm

When computing the temperature gradient normdieadriterface at each

interface marker, a forward differencing formulapplied using two points along the
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surface normal. First, the location of two poirta &ertain distance from the surface is
computed. Second, the temperature at these psidtetermined through bilinear
interpolation of the neighboring grid points. Thstdnce between the two points along
the surface normal is chosen to be of the ordénefyrid spacing, as illustrated in fig.
3.5.

The temperature of the interface marker is themddoy applying

0=k = df A0 T —3Eroj
on

85a

AR (85a)
q= h(To —Tw) (85D)
whereT,_is the gas temperature of the cooling gas aroumdphere, and is

the local heat transfer coefficient. The interfem®perature can be computed directly

by applying:

(86)
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Figure 3.5: Schematic illustrating the temperatlistribution computed along the
surface normal in order to relate the heat fluxfithhe cooling gas outside the shell to
the surface temperature of the shell.
3.4.5. TheGas-Solid Boundary Condition at the Inner Surface

The inner boundary poses some complex difficulidgch originate from the

geometry of the problem and the nature of the sydisl phase change we are trying to

model. In difference to solidification/melting piem, as modeled by Udaykumar et
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al>**° the sublimation-condensation problem at handésmpanied with a large

change in density between the two phases. Thxnmbination with the fact that the
gaseous phase is enclosed in a cavity poses @mhialg) problem: the mass flux at the
interface, coupled to the temperature field defibgdhe Stefan Condition Eq. (73) on
the solid side, has to be matched to the condemsatid sublimation flux defined by Eqg.
(87), as described by Collféron the gas side, and to the physical law of mass
conservation. It is the last part, the mass comdeny equation, which makes this
problem difficult, as it demands, that a net sublion flux along the entire interface
would lead to a pressure increase in the gaseadgamd a net condensation flux

would lead to a net decrease in pressure).

AH R (T, )] @7

— S PQ _
| ,/2nMARgaS[\/ﬂ JTo

Due to the high density difference and the sma# sif the void, a excess

sublimation or condensation of fuel leads to laclyanges in pressure, which in turn
leads to a large change in the sublimation/condiemstiux Eq. (87).

This means, Eq. (87) and Eqg. (85a) have to be redtfdr the heat flux across
the interface, and this heat flux has to satisfy(#8) (Stefan Condition for the
movement of the interface; this movement of therfiace has to result in a pressure
change, such that Eq. (87) is still satisfied.

As with the outer boundary, this problem is solitedatively between the GRB-

iterations of the main transport equation.
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Although the pressure and temperature in the va@dabject to changes, it
becomes obvious by studying Eqg. (87), that thespresin the void and the vapor
pressure at the interface temperature have tofyeclase to each other.

The following sequence has been implemented inraodeatisfy all of the
above conditions:

After each GRB-iteration, the temperature at thengary is found based on the
temperature field of the solid domain Eqg. (82) é18). Based on this temperature field,
the heat flux at the surface is found Eq. (85). Same forward difference formula in
combination with bilinear interpolation as descdte the previous section and
illustrated in fig. 3.5 has been implemented fas fiurpose. Then, the velocity of the
interface is computed by Eq. (88), noting thattdraperature gradient in the gas is

assumed to be very small. After that, the net flagdased on this heat flux is found

by applying Eq. (89).

VA k{a—Tj as K (G—Tj <0 (88)
OLAH, on ), L on),

Migs =Va 0o TA (89)

whereA is the area of the surface over which the phaaagd#occurs. This is
found for each marker poiktby computing the length of the interface betwde.%)
and k+0.5). This length is then multiplied with the arc leng&vrr, ) to get the area.

Knowing the total volume of the void, the chang@iassure resulting from the
change in mass in the void can now be computedllid®ne would use this value in

the next iteration (specifically a8, in Eq. (87)), however this problem proves to be a
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very stiff set of nonlinear differential equatiaaling this approach highly unstable.
Instead, the pressure is changed after each GR&ite, raised by a small value, if the
computed change in pressure is positive, and destday a small value, if the change
is negative. Once the change in pressure switéges om positive to negative or vice
versa, the interval by which the pressure is chdngeecreased zooming in to the real
value of the pressure. This method, though crudeked reliably in the simulations.
However, it depends on a good initial guess oftéingperature and pressure at the
interface (within a few degrees K) or a very smiatle step for the first few seconds of
the simulation. In addition this boundary conditiorposes a very strong time step
restriction on the method. If the time steps am@seln too large, the resulting movement
of the interface is too large causing strongly lteting values for the pressure as the
interface temperature is adjusted.

In the end, the pressure in the capsule is fouatsiétisfies both the mass flux
boundary condition Eq. (87) and the rise in presslue to mass accumulation/loss.

Simultaneously, the temperature field correspontindpis mass flux is determined.

3.4.6. Moving the Interface and Computing M echanical Properties
After each time step, the interface makers are shaeeording to Eq. (73). The
change in total volume is recorded Eq. (90) aslitimfluence the absolute pressure for

the next time step.

AV =V [t A (90)
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As a last step to close this system of equatidrestdtal volume of the gaseous
void needs to be initialized. The change in volwae be computed from the movement
of the interface, but the total volume needs todmaputed at the beginning of the
simulation, as it quantifies the raise in pressiue to a change in the number of moles
in the void. The difficulty of computing the volundepends on the initial conditions
(IC) to be implemented. If the void is initialized a shape of known volume (i.e. a
sphere or a rectangle) this volume can be usattialize the total volume. In order to
keep the initial conditions (IC) arbitrary (see hs&ction for the IC’s used in this
model), the volume calculation becomes somewhapt®m

In this model, since the cells covering the sofid ¢he gaseous domain have
already been sorted and the true neighbor cellsmated, we can use this information
to compute the volume of the void, and with that tlass moment of inertia and the
overall center of gravity. The information from timerface matrix, along with the
cubic spline interpolation coefficients, will beagsto compute the area of the gaseous
fraction and the coordinates of the center of gydar each cell. Depending on the
position of the interface with respect to the gfadjrteen different shapes have been
identified. The approximation implied here is tha interface crosses through the grid
point as a straight line. Fig. 3.6 depicts all feen different possibilities, each of which

calls for a slightly different treatment.
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Figure 3.6: Approximating the area in the solidghaith simple geometric forms
(triangle, trapezoids, rectangles, and combinatafnmectangles and trapezoids) to
calculate the fraction of gas volume in a cell vathid and gaseous domains.

The two cases in the first row are trivial, asythepresent the case of (1) the cell
lies completely in the solid domain, and (2) thi loes completely in the gaseous
domain. In the four cases in the second row (3uilin®G), the gaseous phase is
approximated to have a triangular shape; in thescasthe third row (7 through 10)
trapezoids have been assumed, while for the las{X@ through 14), a combination of
rectangle and trapezoid is used to find the apprate area and center of gravity. The
coordinates of the intersections with the griddimee computed the same way as

described in Eq. (84).



123

Now that the center of gravity of the gaseous pheach cell and the respective

area are found, we can determine the volwve, that this area represents once the
symmetry along the centerline of the cylinder iplagul:
Vi, =207 Uk, . (91)
wherer, . is the radial coordinate of the center of gravityhe gaseous portion
at grid point €, z;), and A ; is the respective area.

The overall center of gravity of the fuel layeraxial directionZ_,, assuming

cg!?
the gas does not contribute to the overall wei@thjch is a good approximation

considering the large difference in density):

IZ:(VIJ &i,cg)
Zy =5 J ~ (92)

Outer Sphere total void

where z; . is the axial coordinate of the center of gravityle# gaseous fraction
at grid point {;, Z;), Vo siere 1S the total volume of the sphere that is beiygiad,
andV,, s IS the total volume of the void (determined by suing Eq. (91) over all

grid points in the gaseous domain.

Since we would like to feed all mechanical progsrof the unbalanced sphere
into the fluidized bed model, the mass moment eftia is computed at this point as
well. Two different values for the three differenaiss moments of inertia of an
unbalanced sphere can be found, applying the birdg,fCartesian coordinate system
described in the fluidized bed model. Assuming thatunbalance is in positive x-

direction (corresponding to the negative axial i in the layering model), we can
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compute |, by Eq. (93), subtracting the moment of inertiahef void from the
moment of inertia of the solid sphere. The othey moments [, andl ) are

computed by first, determining the moments forvbel around the x=0 axis (Eq.
(94a)), applying the equation corresponding tontleenent of inertia of a ring to each
individual area (volume) segment and parallel &xérem. Second, the moment of the
void needs to be subtracted from the moment o$thid sphere and simultaneously the
parallel axis theorem needs to be applied (agaiagtount for the shift in center of
gravity away from the center of the sphere Eq. Y9dée fig. 3.7 for nomenclature).
Here, we assume that the geometrical center cffihere is located &= 0 in the
coordinate system of the layering model, and abtigin in the body fixed Cartesian

coordinate system of the sphere when applied ifitiized bed model.

8
| :1_5:057TR5 -2V, o, DTi,ogz) (93)
i

1
l yy,void = l zz,void = Z(VI] |l)i,j I:ézj,cg2 + Eri,cg jj (94a)

(]

i

l W4 = %psnRs [éé R2 +AX2) - I yy/ zz,void _(z\/ljp] [62 mx [CGvoid +AX2) (94b)
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Figure 3.7: Schematic illustrating the computatibthe mass moments of inertia for an
un-layered sphere. The x-moment is computed arthmd-axis (passing through the
origin), while the y and z moments are computediiatiche axes parallel to y and z, but
passing through the center of gravity.
3.4.7. Initial Conditions

In general any shape of interface can be imposat astial condition to the
layering problem. As an input, the model requifes¢oordinates of a certain number of
marker points. Two different initial conditions leleen implemented for preliminary
testing, as depicted in fig. 3.8. The sphericapsha chosen to reproduce redistribution
speeds similar to the 1-D case, while the frozeddfurepresents more closely the
initial conditions after freezing the fuel to thettom of the shells. Results are discussed

in section 3.5. It was reported by Hardihthat the liquid deuterium or deuterium-

tritium mixture will wet the entire inside surfaoéthe shell due to its zero degree
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wetting angle. After freezing the resulting initialer is expected to look similar to the
ones represented in fig. 3.8; however, the indtadditions presented here are just

suggestions, and can certainly be changed.

Figure 3.8: Two different initial conditions implemted in the model for preliminary
testing. Both assume the presence of a thin fibmeang the inside of the plastic shell
completely. This approximation can be justifiedtbg zero degree wetting angle
reported by Hardineﬁpin his single sphere layering studies.
3.4.8 Concluding remar ks about the model

The above described model is believed to be daitalsimulate the layering
process under the described assumptions. Howesfergoshowing tests case results
we wish to say a few words about the model in ganer

First, as the interface markers move through tieergore or less independently

of each other, the entire interface might changéength, and the distance between two
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neighboring markers in comparison to the grid spganight slide outside of the
envelope for which the algorithm is proven to cagee(distance between two markers
needs to fall between 0.5 and 2.5 times the graisg). If these changes are large,
periodic reorganization of the interface becomea®sagary. This includes adjusting the
number of grid points and the space between them\slaykumar et &f).

Second, as the movement of the interface througlgtiad is modeled, we need
to have an interface present before the layeriggnse This is done by assuming that a
layer of finite thickness is present before theetayg is initiated. The thickness of this
initial layer depends on the grid spacing. Othesewiige freezing and crystal growth
would have to be modeled first, which is outside $hope of this study. The zero
degree wetting angle of deuterium and deuteriutiutni reported in the literatuf®
allows the assumption of a thin initial layer.

Third, some problems might arise from trackingititerface explicitly. Using a
pure implicit solver for the temperature field rgdtes the problem of the explicit
interface tracking; alternatively, when moving thterface from one time step to
another, the speed of the interface of the premsmthe previous time step could be
combined to stabilize the problem (but it was rextessary in this analysis).

Fourth, in phase change problems the solid-gadatt rarely maintains a
planar state as material is deposited or evapofaigdthe interface. Small
perturbations of the surface smoothness tend tw grim bigger disturbances>>
18 These disturbances seem to grow at first, but §meocout again, once the layer is
close to equilibrium due to the bulk heating. Theisturbances can be explained by the

temperature gradient along a surface normal thatlislocally normal to the surface,
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but not globally due to the initial slight deviatirom the planar state. This is not an
error or instability of the model, but the resultagphysical instability. Ref. [53] shows
that local disturbances to the shape of the interfaush the isotherms closer together,
leading to an increase of the local heat flux. Ehastabilities lead to the development
of inner surface roughness features during tha&inéyering phase. These features will
disappear as the layering process continues. Sinilghening has been observed and
reported in freezing and layering experiments atlihs Alamos National

Laboratorie&. In order to avoid numerical difficulties resuliim the development of
long fingerlike features in the layering procesg, maximum allowable curvature of the

interface was limited, following the arguments jeretied in Udaykumar et af.
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3.5 Model Validation

The first tests after developing the model condistieconvergence for
decreasing time steps and grid spacing. Then, deuaf simple test were performed
to ensure that the basic principles of mass antygre®nservation have been followed.
After that, we compared the model results to th2 dase that can be solved
analytically. As a final step in the model valiadatj a mass redistribution experiment

was performed providing a test case under conttadaditions.

3.5.1 Convergencefor Decreasing Time Step

As has been discussed in section 3.4.5, the irmerdary condition treating
both the phase change and the change in pressgireated from a net flux of gas to or
from the void (Egs. (87) through (90)), imposedrargy time step restriction on the
model. Time steps larger than 3.0 s resulted inarigal instabilities when applying the
boundary conditions described in section 3.4.5.sTinaximum time step allowed by
the solid-gas phase-change boundary conditiomgyrsfeiantly smaller than the stability
criterion of the thermal model (by almost one oralemagnitude). Once a sufficiently
small time step size is chosen for the inner bopntiabe stable, the resulting plots are

indistinguishable for further decreasing time steps
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3.5.2 Balance of Mass and Energy

Before applying this model to the test cases ftidadon and verification or to
model the problem of interest, it needed to berasistihat the principles of energy and
mass conservation are respected.

Because of the strong coupling of net mass flux the void (from a net
evaporative and condensing flux) and the changeassure, an inaccurate account of
the total mass would substantially affect the ootef the simulation. Small changes
of the solid volume lead to large changes in pressuthe void due to the large
difference in density and the small size of thelvoi

It is crucial for the accuracy of the predictiomtthe sum of all moles in the
solid and the gas phase is as close to constausatle and depends only on the initial
condition.

As a first test the inner boundary was initializedc certain shape. Then the
simulation is started using the parameters giveabn3.1. The total numbers of moles
in the solid and the gas phase were added aftarteae step and compared to the
initial number of moles.

The error in mass was found to be less than falgrsrof magnitude lower than
the total number of moles in the system. Theselsthahges in mass can be attributed
to the approximation that the gas temperature usileg the temperature of the inner
surface. The magnitude of this change in tempezatapends on the difference in
temperature chosen as an initial condition and eaetpas a final inner surface
temperature. The biggest effect of this changenmperature is observed at the

beginning of the simulation, changing the numbemofes in the system slightly.
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Table 3.1: Input parameters for conservation ofsveas energy tests. In order
to simplify the theoretical computations, a constagat flux has been applied on the
outer surface of the shell.

Parameter Value Unit
Heat transfer coefficient 77.8 WK
Outer Radius 0.002 m
Temperature cooling gas 18.9 K
Initial target temperature 19.50 K
Volumetric Heat 200 000 W/
Latent heat of sublimation 78.471X10 Jint
Equilibration time 3000 S
Volume of the void 1.71415x10 m°
Initial offset 0.000140 m
Theoretical temperature difference
between the cooling gas and the (R3 - Rnnerg)q" K
target surface (assuming spherigal 3Rh
geometry

The model does not accommodate the change in\gdlighe for cases where
the curvature of the interface becomes so large thie surface normal intersects the
interface twice within the length of two times ftipgd spacing. In these cases, the
interface needs to be moved to avoid discontirsjitihich leads to a variation in total
mass in the system of the order of 0.05% of the taass in the system. In cases, in
which the positions of the first and last markeinpoof the interface need to be moved
in order to satisfy the boundary conditions, thaltaumber of moles in the system is
also affected, but to a smaller degree (0.01%®takal mass in the system). The model
recovers fast from these disturbances to stay btdevacceptable limit of 1x10of the

total mass (see fig. 3.9).
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Figure 3.9: Ratio of change in number of molehmgystem as a function of time.
After equilibrating the temperature of the innerface in the first few time steps, the
mass in the system is conserved. At times, in wthielposition of individual markers
needed adjustment, comparatively large jumps indted number of moles are
observed.

As a second test, the shape of the final layeth@nmal equilibrium) is
compared between two cases with different inittadditions. These two cases were
chosen such that the total amount of mass in teksdior the two cases was equal. The
final outcome of the layer formation should not elegh on its initial condition but only
on the time it takes to develop the equilibriumipos, as can be seen in fig. 3.10.
Since a constant heat flux of a given value is isggloon the outer surface in both cases,
the equilibrium temperature field and the finaldton of the inner boundary can be

expected to be the same. In addition, the equilibdiayer thickness can be expected to

be uniform, as shown in fig. 3.10.
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Figure 3.10: Layering process for two differentiadiconditions. On the left hand side,
the initial inner boundary is defined by a non-camicic inner circle (of radius 1.6 mm.
On the right hand side, the initial layer is chosesimulate the frozen fuel gathered at
the bottom of the shell. Both initial condition ¢etp the same final fuel distribution
since the shells contain the same amount of fuel tlke same outer boundary
conditions (constant heat flux) are applied.

As a third test, the same simulations can be usedrify the global
conservation of energy. While applying differentues for the heat transfer coefficient,
h, and gas temperatur€,, on the outer surface, the equilibrium temperatdinde

system will change. This implies that the innefate will also slightly change its

location.
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After equilibrating, the temperature of the outerface was used in Eq. (95) to
determine that the amount of cooling induced bygaeis equal to the total amount of

heat produced inside the shell by the volumetrat.he

%:n—n
0 "V )
T =T, +9 ;::1 fue (95)

In this equation, the product of the volumetrictresad the solid volume is used
to compute the total amount of heat produced irstiedl, while the heat flux coefficient
and the outer surface area are used to computethtiag provided by the gas. If the
computed final temperature of the shell correspaadse one computed in Eqg. (95),
the total amount of heat is balanced, satisfyimgdbnservation of energy. As an
example studied within this series of tests, fepimetric heating of 2x0N/min a
43% filled 4 mm shell, the difference in temperatbetween the cooling gas and the
outer surface of the shell in steady state was cbeapto be 0.83633 K from Eq. (95),
and 0.8371 K from the time-step model, indicatingt the total energy in the system is

balanced.
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3.5.3 Testingthe Model Computation for Volume of the Void, Mass M oments of

Inertia and Center of Gravity

As a next test, the model’s capabilities to complgevolume of the void, the
mass moment of inertia and the distance betweecethier of mass and the geometrical
center were tested. By using a sphere as thelisitépe of the void (the radius of the
inner sphere had to be sufficiently small for ifitavithin the boundaries of the outer
sphere, but the two spheres were not concentragtequations could be applied to
compute the quantities in question by applying gla@muations of a two body problem.
We could then compare these results to the oneputieih by the discretized model for
validation. In the case of two non-concentric spRethe volume of the void can be
found by computing the volume of the inner sphtre location of the center of gravity
can be computed from Eqg. (96). The mass momemieofia can be calculated from Eq.
(97), by applying the parallel axis theorem.

For two spheres, whose centers are separat&dthg distance between the
center of the outer sphere and the center of gréfix ) is

V. [S
AX = _V inner sp_he\r/e (96)

outer sphere inner sphere

Based on this result, we can compute the mass ntsroemertia using

8 5_ o5
4 2 4 2 ®7)
ng(gR +AX j—gma (ER +(AX+S)]

W,ZZ
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The results from this set of tests are present¢éabin3.2. The decreasing
difference between the analytical value and thaevzabmputed by the model using
spatial discretization with decreasing grid spadihtcates spatial convergence.

Table 3.2: Comparison of geometric parameters ttedi analytically and from the
model computations for 2 cases with inner and oaigir of 1.6 and 2.0 mm,
respectively: (1) two concentric circles; and (Btahce between the two centers of the
spheres=0.2 mm. For increasing grid points, the modelmetwalues closer and closer
to the computed value indicating convergence.

31x61 61x121 121x241 | 241x481 Exact Calc.
Mark 41 Mark 81 Mark 161 | Mark 321

AX (m) 4.398 10 2.32210 | 6.23410°| 4.414 10° 0.00

Volume of

Void 1.7143 1.7142 1.7156 1.7158 1.7157

(x10°m?)

IXX

10%2kg n? 9.3816 9.3787 9.3734 9.3721 9.3723

lyy

10%2kg n? 9.3941 9.3832 9.3737 9.3722 9.3723
31x61 61x121 121x241 | 241x481 Exact Calc.
Mark 41 Mark 81 Mark 161 | Mark 321

AX (m) 211410 | 2.09510 |2.096 10 | 2.10057 14 |2.0983x10

Volume of

Void 1.7177 1.7147 1.7154 1.7158 1.7157

(x10%m®)

IXX

10%2kg n? 9.3841 9.3776 9.3741 9.3720 9.3723

lyy g

10%2kg n? 9.0176 9.0155 9.00984 9.00592 9.00669
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3.54 Mode Verification by Comparison to Theoretical Results

As mentioned in section 1.2, experimental studarfopmed by Harding et al.
confirm the analytical one-dimensional layeringutesspresented by Martin et. ‘afor
constant local heat transfer coefficients or oateface temperature. These one-
dimensional analytical results were simulated whi new layering model. Due to the
difference in geometry between the model (spherd)tiae theoretical analysis (planar
geometry) the initial condition had to be pickedetally. The results from the model
were not expected to perfectly match the theoretesalts due to the difference in
geometry.

We chose to model the initial inner boundary toéhaspherical shape, the
center of which is shifted in the positive axialedition. This way, a gradual change in
layer thickness is imposed to the model as aralrgtindition, while the thicknesses at
the extreme angles (0 and 180 degrees) assumeiaumaand a minimum value. This
leads to a distribution of mass between two norcentric spheres as initial conditions,
as shown in fig. 3.10 (left hand side). In ordecdonpare the results, we plotted the
difference in layer thickness at the zero and 1&free angle, see fig. 3.11. The results
from the simulated layer redistribution can be cared to the theoretical analysis by
finding an exponential fit through the modelinguis and comparing the results to the

1-D theoretical predictions

3(t)= 5(O)exp{— ng m} (71)
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Figure 3.11: Histories of the computed system wani@ (distance between the center
of mass of the entire system and the center obtiter sphere) and of the difference in
layer thickness (from the thickest and the thinpast at 0° and 180° from the bottom
in figure 3.10) for an assumed case with q"'=200om#,

The heating rate chosen in this simulation, 200/amf/in DT solid fuel, four
times higher than the heating from the beta desayld lead to a theoretical 1/e
layering time constant of 384 s. In the simulatiie, difference in layer thickness
between the zero and the 180 degree angle foll@aptiediction until a difference of
~30um is reached, and then it slows down. The diffeedmetween the center of
gravity and the center of the sphere follows tims tlosely until ~ 1Qum (the
computed 1/e layering time was 312 s). The dewiaticthe simulated results from the

exponential curve is found to be due to the surfaoghness features that develop

during the initial stage of the mass redistribugiwacess. These features resolve at a
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much slower rate than the overall equilibrationjalihwas also observed
experimentally by Shelidk

Applying lower values for the volumetric heatirggatls to similar results; in each
case, the redistribution speed from the modeighty faster than the one predicted by
the theory. In each case, the equilibration spemtissdown significantly once the non-

uniformities are of comparable size to the surfacghness features (~1).

3.5.5 Modd Verification by Comparison to Experimental Results

In order to build higher confidence in the modeliegults, further redistribution
experiments were performed inside the MPLX at Gan&tomics, providing a
controlled test case for the model.

Due to the complexity of the apparatus requirefiltBAMS shells with pure
species (generally, the shells are filled by petmgayaseous fuel at high pressures into
the shells and then cooled past the triple poiné&ach solid-gas interface), the
possibility of using water as a surrogate was itigated. The idea was to observe and
guantify the fuel redistribution in a single stai@oy sphere in a uniform gas stream, as
the local heat flux on the outer surface on theesplinder these conditions is well
knowrP™. For this purpose, the PAMS shells could be puecttilled with water using
a syringe, and then glued shut. However, a clogsle & the properties of ice (in
particular the vapor pressure over the solid) ombination with the fact that the shells
would contain a water vapor and air mixture, intBdhe that influence of a non-
participating gas species needs to be address@eénélpx E presents two models found

in the literatur& > applied to the one dimensional case exploringrtfieence of the
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non-participating gas on the layering mechanisnplisption of the resulting equation
to the water surrogate case indicated a significdhtence of the air in the shell on the
layering time, eliminating a similar setup as a megful test case. However, as
described in Appendix E, this setup was used talesnon-participating gas equations
resulting from the theoretic analysis in a pradtizese.

In search for a meaningful test case, we decideestahe redistribution of

water in a partially water filled and otherwise ewated volume.

3551 Experimental Setup

Fig. 3.12 shows a schematic of the test stanchfomtater redistribution
experiment. A cuvette is a small tube of squaresssection (1 cm by 1 cm) and ~5 cm
in length. It is filled to a level of ~5 mm of puweater and held in place inside a glass
tube (2.4 cm in diameter) by a thin steel tubesHteel tube feed through a small hole
in athin 1 cm by 1 cm plate, which is glued to tbge of the cuvette sealing the volume
of the cuvette and the steel tube from the codliag stream. Through the steel tube, the
gas (air) in the cuvette can be evacuated. Inetkeriment, the mass redistribution of
water inside the cuvette under IR irradiation carstudied. The cuvette is inserted
upright into a glass tube (which will later be thedized bed in the deuterium layering
experiment) and cooled by a temperature controliedgen gas stream.

Despite its non-spherical geometry, a known, noifieum heat flux is imposed
on the outer surface, and the movement of thefadercan be studied experimentally
by analyzing pictures of the water level before aftdr layer redistribution and

numerically by applying the corresponding initiadaboundary conditions along with
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the appropriate geometric constraints as a mog@ek.i he results from the

experiments and the model will be compared ingbigion.

Room T~270 K
temperature in vacuum
and pressure

Vacuum

Glass window Tube ——m——>

Cuvette

Bandpass filter

\

\

IR halogen Cold N,
|amp Honed
copper Temperature
tubes Sensor
Vacuum
vessel Glass Tube 7 @

Figure 3.12: Experimental setup used to performaier surrogate layering experiment.

The heating system providing bulk heating to théewan the cuvette consists of
a IR halogen light bulb, which is mounted on thésmle of the vacuum vessel. Honed
copper tubes act as waveguides to deliver mos$teolR radiation directly into the
water. A narrow band pass filter is used to lirhé& tncoming radiation to the one that
matches the absorption spectrum of water (as shoWwg. 3.13). The broad emission
spectrum of the halogen lamp (very close to bladiglemission spectrum at 2950 K) is
limited by the band pass filter to wavelength, imiet the absorption lies between 1 and

3 cni'. Light at higher absorption coefficients woulddi®sorbed on the surface leading
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to surface heating, while the water in the cuvetbeld be almost transparent to light at

lower coefficient& 3
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Figure 3.13: Tailoring of emitted light from the Hlogen light source to retain only
wavelengths in which the absorption of water presigtolumetric heating.

In order to quantify the total heat in the filtergaectrum provided by a 21 Watts
halogen IR bulb, the heat flux through the entetp of waveguides, filters and
window glass was measured in front of and behiedntater filled cuvette using a
power meter. Measuring 13.43 mW in front of theedteyand 0.902 mW behind the
cuvette, the absorbed heat was 9.58 mW over tielgragth of 1 cm and an area of

0.785 cni (area of the detector plate). This correspondsitabsorption coefficient of
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2.7 cm®, which is in good agreement with the reported gitgm coefficient of watéf:

®3 at wavelengtih =1382nm, and the specifications of the optical filter usrethis

setup. Thus, the volumetric heating rate was OWIid€ in the narrow band around

1380 nm.

The remaining properties that describe this expemial setup are presented in

tab. 3.3. As a comparison the properties of D2[@&hare also shown.

Table 3.3: Input parameters and propertieor D, and water layering.

DT —layering D, -layering H,O-layering
1. | Temperature of 19.3 18.3 272.3
the cooling gas
AH, Lat‘;:‘;gﬁat Of | 78471 x18n? | 7.1017 x163/m? | 2.5 x16 Jin?
M Molecular mass 0.005 kg/mol 0.004 kg/mol 0.018 kg/m
P | PEMSIYOTIE 251 kg ~195kg/m | 916.7 kg/n
Temperature
dependent A =10.821 A=10.427 | A=3.665x16°
P,(T) | vaporpressure, B =150.34 B=138.31 |B=-1.309x16
(see Egs. (98)] C =2.2389 C =2.2891 C =-33793
and (99)
q" Volumetric heat| ~0.049 W/cm -- 0.016 W/cni
Thermal 6 6 7
Kee » conductivity 0.31 W/(m K} 0.31 W/(m KY° | 2.25 W/(m Kf
Thermal
kueor | conductivity of | 0.01 W/(m K}® | 0.01 W/(m K}® | 0.024 W/(m-K)
vapor
Cos Specific heat ~4280 J / kg-K 2675 J / kg-K 203kg-K
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Rﬂszem{A_ B +Cmﬁmmﬂ @&
Kelvin

‘T6150J (in mbar)  (99)

Kelvin

R, H,0 (T) = [A+ B Measus TC D-Cdsiusz] GEXF{

The temperature-dependent vapor pressure oveolidease computed from
equations (Egs. (98) and (99)), the coefficient8Aand C are listed in tab. 3.3.

Due to the significant influence of air as a notipgrating gas in the void space
of the cuvette as analyzed in Appendix E, the erpart was performed under
evacuated conditions. A small amount of air withaen in the void space, as complete
evacuation also removes the water from the cuvietterder to evacuate most of the air,
the cuvette was initially filled to a height of €fin and then evacuated until the water
level in the cuvette dropped to ~0.5 cm thus flaghmost of the air out along with part
of the water. This way, we can safely assume ttepartial pressure of air in the gas
phase is lower than the vapor pressure of wateroah temperature which reduced the
influence of the air as a non-participating gasdgligible levels.

Atfter filling the cuvette with water and evacuatimgst of the air from the
vapor space, the cuvette was cooled to just umgeir¢ezing point of water. A
temperature sensor was installed in this setupsunegey the temperature of the cooling
gas ~ 20 cm below the cuvette. Since these expetamere performed in the MPLX,
the existing feedthroughs into the cooling loopevesed, although the distance
between the location of the temperature measureamehthe cuvette was larger than it
would have been required for a more accurate testyrerreading. The absolute

temperature reading of the gas stream at the frggmint of water was 270.3 K. The



145

freezing point was determined by observing the wiatdde the cuvette to turn opaque
(fast freezing). This absolute temperature readiimght be distorted due to the distance
of the location of measurement and the point adrggt (cuvette), and due to the heat
connection between the temperature sensor to theusing tube. However, the
temperature differerence between the freezing pdintater and the operating point
can be taken to be accurate to within 0.1 K (aagued the platinum resistance
temperature detector (RTD) is 0.05 K). The opeggpiaint for the measured gas
temperature for this experiment was chosen to d& @elow the measured
temperature of the freezing point. A small heatlegice in combination with a PID
controller is used to keep the temperature at Ob&liw the value recorded at the

freezing point. The temperature control worked tthiw a +/- 20 mK of the set point.

Critical poink
225 atm g

1aktm [ - - - - -

I Ice

Pressure (solid)

0008 akm |- - - - — — —

Operating Cooldown to below freezing point

Point 0.01e 1o0= < 3740
Temperature ——

Figure 3.14: Phase diagram of®showing the operating point of the water
redistribution experiment.
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The gas stream velocity of the cooling nitrogen wasasured beforehand in a
separate experiment. The flow speed of the gaveamcreased by controlling the
rotational speed of the cryogenic blower. In absesfa flow meter (not part of the
MPLX design since the flow meter would increaseghessure drop through the gas
loop), the flow speed was determined by increaieghlower velocity incrementally
until single spherical particles of a certain sanel weight are levitated in the gas stream.
From these experiments, we determined the gasdpmed to be 6 +/- 0.5 m/s at
atmospheric pressure nitrogen.

In order to estimate the approximate time, afteictvla significant redistribution
can be expected, we applied the results from thetrensfer layering equations shown
in the previous section for the mass redistribubetween two parallel plates under

completely evacuated conditions:
5(t)=4, exr{— ;) (100a)

r=8HsPais _3g4prs (100b)

Based on these results, a significant mass rdalisiton will occur within two
days, and we arbitrarily picked 64 hrs as our legetime.

The location of the solid-vapor interface inside tuvette is recorded using a
camera with a microscopic lens and a backlightighiBcant amount of backlightwas
required to record an image with the camera, whiitlhalso be absorbed in the water.

Thus the results would be distorted if the backlighs used too long or too frequently.
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Fig. 3.15 shows two images taken at Ohrs and 64shafuedistribution time.
The dark spot below the interface in the solide@agn the picture taken after the
layering period was a phenomenon we could not @xfilam this analysis. A cartoon
drawing is added to this picture to help interphet pictures.

We established that the redistribution was indaezltd the IR light by melting
and re-freezing the ice and have it being cooletdaut the IR light. No layer

movement was observed.

(H) eEm

Initial state Intermediate state Theoretical
(after 64 hrs of layering) final state
2em
U l
!
d=0.056 cm

Figure 3.15: Photographs of cuvette from waterrageexperiment at time=0 to
time=64 hours. Redistribution of the water in thwette can be observed as shown also
in the schematics.
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We consider these results satisfactory, as we ram@ bn experimental case for
which the parameters and boundary conditions apgevkrwith a non-uniform heat flux
at the outer surface of the cuvette. Based onldReihformation in combination with
the gas temperature, the local heat transfer coafti along the outer surface of the
cuvette can be estimated. All other parameteratefést have been determined, and we

can now attempt to reproduce these results withayaring model.

3552 Modeling results from the mass redistribution experiment

The model presented in section 3.3 is suitableddehthe experiment presented
in the previous section. However, some modificatineeded to be implemented in
order to accommodate the altered geometry. Furtbrerthe properties of the
redistributed mass needed to be changed from deuter deuterium-tritium- mixture
to the water used in the experiment (see tab. 3.3).

In order to limit the changes to the model presgated tested previously, a
cylindrical cuvette with round cross-section is raled instead of the square cross-
section used in the experiment. This approximatidihdistort the final results slightly,
but for the benchmarking purpose of this testréselts are expected to be sufficiently
accurate. Instead of a complete validation, thmeuation rather serves verification
purposes than complete validation. However, weusanthe modeling results to show
that the correct physical laws and processes adeiad.

Fig. 3.16 shows the redistribution of the watendribs initial configuration in
intervals of 8 hours until the experimental 64 Isoaire reached. The heat flux boundary

condition along the outside surface of the cuvstepproximated to be similar to the
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heat transfer found in cooling of a flat plat wiéiminar flow, and can be found from the
local Nusselt number. The Nusselt number as aifumctf the axial coordinate, z,

follows

1 1

Nu(z) = 0.332[Pr? Re? (101a).

The local heat transfer coefficient is then

U 2
h(z)=0.332EPr3[i;J (K (101b)
Hi

Comparison of the simulated results in fig. 3.18® experimental results in fig.

3.17 shows a reasonably good agreement.
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Figure 3.16: Numerical results of the mass rediistion of ice in a gas cooled
cylindrical cuvette. Each line on the left reprdsehe location of the interface at
layering time intervals of 8 hours. The right hadle shows an overlay of the
experimental and the numerical results.
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Figure 3.17: Pictures from the water layering expent at time=0 and time = 64 hours.
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Figure 3.18: Temperature distribution from the dation of water layering experiment.
The sub-cooled region close to the cooled surfasbaown in blue, while areas of
elevated temperatures are shown in red.

The dark area underneath the surface in the expatahresults (see figs. 3.15
and 3.17 right hand side) can now be explained studying the thermal contour
picture shown in fig. 3.18. The region of elevatewhperature (shown as a purple
contour in fig. 3.18) has the same shape as thespat seen experimentally after 64
hours (see fig. 3.17), indicating that the eleva&dperature in this region is causing
the ice to melt. The experiment was conductedtatrgerature very close to the
freezing point, thus small increases above (theahpikdictions are ~10 mK) this
temperature will certainly lie in the liquid domaifhe volume containing the melt

forms a rough interface with the ice, causing ibéazome opaque.
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In summary, the attempt to provide a controlledezixpental test case for the
model under controlled conditions was successtgpie its altered geometry. The
model reproduced the mass redistribution fairlylweginsidering the many unknowns
in the experimental setup. The predicted surfaoghoess features were very coarse
(1.5 mm as compared to 0.5 mm in the experimentd); and the peak-to-valley-
distances (amplitudes of the surface instabilitiese magnified (0.5 mm as compared
to 0.1 mm). This is a result of the coarse grid treeeded to be chosen in this test in
order to keep the computation time within reasoaatédrgin (<1 day). The difference
in global interface shape (see fig. 3.16) is altedithe approximation in the local heat
transfer coefficient along the outer surface ofdteette and the treatment of the
interface at the location in contact with the inserface of the glass.

This test, however, allowed us to understand aemxgntal observation that

could not be clearly explained at first.

3.6 Summary of the Layering Model and Example Results

After confirming that the layering model accuratsignulates the physics of
layering, a summary of the necessary input anatitygut computed by this model is
presented, keeping in mind that it will be usedambination with the fluidized bed
model, as described in section 4.

As an input, the model requires the coordinates miimber of marker points
along the inner and outer surfaces, the magnitéitteeosolumetric heating and some

properties of the fuel, like the vapor pressurezewver the solid, the density, latent



154

heat and molecular mass. In addition the layelimg heeds to be specified along with
the local heat transfer coefficient along the otaeget surface and the temperature of
the cooling gas. Of course the grid spacing andittesof the overall domain needs to
be given as well.

As an output the model returns the position ofrtfagkers of the inner interface
after a certain number of time steps, along withdbordinates of the center of gravity
and the mass moments of inertia. Fig. 3.19 shoe¢rémsient mass moment of inertia
during an example layering simulation. Besidessthating the usefulness of the time-
step layering model in providing the time-dependaagnitude of the mass moments of
inertia at different initial conditions and heatXlscenarios, this test further
demonstrates the validity of the model. The tramsieass moment of inertia is plotted
for the two initial conditions introduced in sectiB8.4.3 and shown in fig. 3.10, which
specified the initial position of the inner bounga(l) as a sphere (non-concentric to
the outer shell); and (2) as a frozen puddle abtteom of the shell. The mass moments
of inertia along the three main axes are showmhverge to the same value, as the
final magnitude of the mass moment in any directiba uniformly layered shell
should by the same. As long as the total masseisystem and the outer boundary
condition are the same, the final mass momentestiamshould not depend on its initial

condition (see fig. 3.19) and the orientation & #xes.
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Figure 3.19: Mass moment of inertia of the systemng) the layering process for two

layering cases with the same void volume. As tlgerlghickness equilibrates to a

uniform value, the moments around the differenseb@come equal in magnitude.
The temperature at the inner and outer surfacerendntire temperature field in

the fuel layer are part of the output (see fig03@ an example output showing the

temperature field in the solid fuel layer in a 3p0t).

Figure 3.20: Temperature field of the fuel layeowh as a color coded 3-D plot. Areas
of elevated temperatures can be seen in thickés pathe layer, while colder areas can
be identified close to the cooled surface.
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Furthermore, histories of the vapor pressure invthé and of the change in
total number of moles in the system are part obilput. These last two output files

of moles(time)-#of moles(t = 0)

ressure v. time ang
P #of moles(t = 0)

v. time) are used after a

simulation to verify that the total mass has bemmserved in this simulation. Large
changes in total mass during a simulation (e.g.nwhe time step chosen is too large
leading to an over-prediction of the movement efititerface and ultimately to a
misrepresentation of the layering physics) nedaktoecognized and avoided before the
results are used.

The model can be used to determine the equilibtay@r distribution for a
specific case with non-uniform heat flux. Fig. 3stiows an example for a non-uniform
heat flux around a stationary sphere in a cooliag gijream. The local heat flux around
the sphere as a function of the distance fromehdihg edge was based on Ref. [61].
The results show that in thermal equilibrium, a+umiform layer thickness results from
the non-uniform heat flux. The distance betweerctger of mass and the center of the
sphere can also be attributed to the non-uniforat fiex profile around the sphere, for

which two corresponding mass moments of inertiabmfound.
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Figure 3.21: Influence of non-uniform local heainisfer coefficient on layering
thickness for a single stationary sphere in a ogajjas stream.



4. Combining the Two Models to Simulate the MPLX Layering
Experiment

Two models have been presented in the previoushapters, each of which
can be used to simulate one aspect of fluidizeddgating. The first model simulates
the behavior of the particles in the bed and coewpthte resulting thermal environment
based on certain flow parameters and pellet cheriatits, while the second model uses
the resulting local heat transfer coefficient frtre fluidized bed operation and predicts
the mass redistribution in the shell. The finaufethat will be presented in this chapter
concerns the transient layer formation that is aeduby a specific fluidized bed design
operating under controlled gas flow parametersiwighgiven time frame. Some
information about the anticipated outer surface agenwill be given for each set of
operating parameters.

The two models could not be fully combined to siatellithe entire fluidized bed
layering process, as it would be a computationadly expensive task to track the
interface of ~200 shells for 16 hours of fluidipatisince the time step size of the
fluidization has to be of the order of 1.0X1€econds. This time step restriction is
described in section 2.4 and it is required in ptdeachieve a stable solution when
modeling an elastic contact. Much bigger time stieps are allowed in the layering
model (~1.0 s, as described in section 3.5), dimed¢ime scale of the mass
redistribution process is about five orders of nitagle slower than the time scale of the
particles’ elastic collision contact. Simulatirgetfluidization during the entire layering

process (a 1/e layer uniformity improvement is exge every 26 minutes in a beta

158
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layering scenario) would not only take a long ticoenputationally, but it is also
redundant, as a converged statistic for time- artigbe averaged orientation vector as
well as impact collision and collision frequency #ospecific fluidization case can be
computed by modeling 5-30 seconds (see followingj@a). Over such a short period
of time, the layer movement will not be significaihhus, some assumptions can be
made to relate the time-averaged temperatureftfieldis imposed on the outer target
surface to the mass transfer inside of the pdilet. fluidized bed parameters (including
the pellet characteristics like the distance betwtbe center of gravity and the center of
the sphere along with the corresponding mass maeémertia, and the bed
characteristics namely the gas flow speed, andd¢eatyre as well as the size of the
bed) are applied to the model for a period of timkich is chosen such that the time-
and particle-averaged statistics for orientatiocteeas well as impact collision
velocities and collision frequencies converge @gfy of the order to 10-60 s, as
described in section 4.3). The average heat traasfé particle orientation, along with
its spin, linear velocity, bed expansion, gas temafoee etc. are then computed. These
values are then inserted into the layering modebtapute the mass transfer under
these boundary conditions. After applying thesed@@ns to the mass transfer model
for a time that is short compared to the total tengetime, but long as compared to the
fluidized bed operation (a few minutes), the negrde of unbalance along with
updated values for the mass moment of inertia @mgpated and used as input for the
fluidized bed model to compute the new thermal mmrment of the sphere. These

iterations continue until the layering processampleted. Finally, an estimate on the
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surface damage can be inferred for different besigds based on the statistics of the

impact collisions encountered during the layeringcpss.

4.1 Relation between average Orientation of the Particle and Local
Heat Transfer Coefficient

Before starting the first series of simulationg thlation between the time-
averaged orientation vector (as defined in chatethe gas flow speed, and the local
heat transfer coefficient has to be defined. Is #igument, we start out by analyzing
the local heat transfer coefficients in the twaexte cases. Consider first the case in
which the average orientation vector is zero. la tase, the time averaged local heat
transfer coefficient is constant, and can be coegirom empirical relations for pellet
to gas heat transfer in a fluidized bed found anliterature (e.g. Refs. [48] and [64]).
These sources show that the particle to gas headfar coefficient in fluidized bed
systems operating at Reynolds numbers higher th@rcan be estimated from the
following equation:

2(h, R
Nug, == == 2+(06~ 18) Re,’2 Pr, /3 (102)

gas

In this equationh , stands for the heat transfer coefficient descritimegheat

transfer between the particle and the gas, thesponding Nusselt number is

symbolized byNu,, R is the radius of the particlé,is the thermal conductivity of

gp’
the gas, while Re and Pr describes the ReynoldshenBrandl number, respectively.

This equation indicates that the particle to gas transfer in a fluidized bed falls in a
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range of values limited by the equation for thetheasfer in a single sphere (0.6 as a
factor in the second term) and the heat transfea foced bed with large isometric
spheres (1.8 as a factor in the second t&m)

In our fluidized bed simulation, we chose a factbt.2 for the second term
coefficient in Eq. (102) since the mode of operatd our fluidized bed is lies between
these two limiting cases. Thus, the constant maaster coefficient imposed on the
outer target surface is computed by Eq. (102) usi@gs a factor for the case where
the time-averaged particle orientation is compjetahdom and the particle spin rate is
fast enough (~5 Hz estimated by Alexarider

The second limiting case deals with the local tweaisfer coefficient applied to
a sphere whose average orientation vector is gxad. In this case, the sphere can be
modeled as a stationary sphere in a uniform gearstrThe local heat transfer
coefficient on the outer target surface is wellodig®d in the literature (e.g. Refs. [61]
and [65]). The change in local heat transfer corfit along the outer surface from the
leading edge depends on the Reynolds number arftbtheegime. In the case of the

fluidization of deuterium-filled 4 mm shells in cbhelium (~18 K), the flow regime

du
falls into the “subcritical regime”. This regimedsfined by400< Re, = —— <10’
vV

[61] and is applicable to our fluidized bed expeants (Reynolds numbers between
~1200 and 3000). In this region the vortices aexlsdnd the flow behind the sphere
oscillates. The angular variation in heat transtefficient is taken from Kaviari and
is approximated by two third order polynomials itmglify the implementation to the

layering model. The polynomial coefficients need&computed for each Reynolds
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number; as an example for a slow flow over a splibeecomputed coefficients for a
Reynolds number of 50 is given in fig. 3.21, fogher Reynolds numbers (Re > 400),
two polynomials are computed as shown in tab. dr Re=1296 and Re=1620.

Lastly, the heat transfer coefficient imposed anttrget surface for arbitrary
orientation vectors needs to be defined. In thica combination of the two limiting
cases has been applied, as is illustrated in fig. #he orientation vector is applied as a
measure by which the variation in local heat flsxnnposed on the target surface. The
average heat flux applied to the target’s outefaseris chosen to satisfy Eq. (102);

only the variation in local heat transfer coeffidievill change.

— Average Orientation Vector = 1.0
— Average Oreintation Vector = (.9
400 : : I : : : — Average Or?cnlat?on Vector =08
r — Average Orientation Vector = (.7
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Figure 4.1: Local heat transfer coefficient asracfion of angular position for different
average orientation of the shells.
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The Nusselt number for two different gas flow spseeharios is shown in fig.
4.2. The gas flow speed at the fluidized bed im&ombination with the fluid density
defines the Reynolds number, which in turn defitvesbed expansion at which the bed
operates. Two different values of Reynolds numhak& been chosen in such a way,
that the resulting bed expansions are 1.6 an2.09arying the gas velocities (0.8 and

1.0 m/s) and keeping the density constant (0.5.atm)
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Figure 4.2: Local heat flux coefficient on the awtarface of a stationary shell for two
different Reynolds numbers (1296 and 1620). Inéngathe Reynold number implies a
higher gas speed and a higher bed expansion @iitized bed. The average
orientation vector is chosen as unity for both sase
The particle to bed surface heat transfer is nosiciered in this model, as the

fluidized bed is operating in vacuum chamber. That hransfer in the bed in radial

direction is expected to be very small in comparisnthe one imposed by the helium
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flow in the axial direction. The radiation from ttireermal shield in the experimental
setup leads to an estimated heat flux of ~0.5%@fmthe outside surface of the fluidized
bed, while the heat flux on the shell surface basetof the order of 30 W/nin order

to account for the volumetric heating.

4.2 Modeling the MPLX

As a last step before modeling deuterium layerixgeements inside the
MPLX, the input parameters for the fluidizing gaed to be changed from room
temperature nitrogen to helium at ~18 K. Tab. 8éhtifies the parameters that change
in the transition from using room temperature aiadluidizing gas (which served as a
reference case in the room temperature experiment®lium at cryogenic
temperatures. Tab. 3.2 identifies the parametatsctiange when deuterium is being
layered instead of water, which was used in thelaabn case.

As an initial step, we investigated how the avenagstion vector of an
unbalanced sphere varies as a function of the anbaland the flow speed. The results

from this analysis are shown in fig. 4.3.
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Figure 4.3: Time & particle-averaged magnitudehef dot product of the vector
between the center of gravity and the center okfiteeres with the negative z-axis for
different degrees of unbalance and fluidizatiorapaaters.

Higher values in bed expansion than the ones preddere are expected to not
only induce surface damage to the shells, but psreaen to actually break them. For
lower values than the ones presented here, ndatii@u could be observed
experimentally and numerically. From this prelimiypanalysis we determined:

1 For a high degree of unbalance, the drag imposdteotargets by the gas
stream in the fluidized bed (which acts at the eeof the particle) orients all
targets in such a way that the heavy part is payrdiown.

2 As the particles are stirred with a higher gas dptee average orientation

becomes more random.
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3 This effect is alleviated for lower degree of urdrade at all gas flow speeds.

4 For a distance between the center of the sphergg@bthe center of gravity
(CG) of ~10um, the particles’ orientation can be completelyd@nized for a
bed expansion of 4.25.

5 For a distance between CS and CG of the ordenof,3he orientation can be

randomized even at very low bed expansions.

From our layer formation analysis (Chapter 3), wew that during the layering
process, certain inner surface roughnesses caxpeeted. We were able to compute
the influence of these roughness features on thalance of the sphere, computing a
value of the order of a fepm for the distance between the center of the spdreatehe
center of gravity. This in combination with poiri #bove shows, that once the particle
is layered to the point at which surface featuaesl not a global layer non-uniformity
contribute to the unbalance, any fluidization gakeity will induce a temperature field
uniform enough to smoothen these features. Tharovement for these features has
been shown to be larger than the global layerimg'fi (~4 hours for a 1/e improvement
as opposed to 26 min in the natural DT layeringakhis means that once the global
layering process is finished, the smoothening efitimer surface will not yet be
completed, as the surface smoothening will takgdoty a factor of about 8. During
this time the particles can assumed to be sphawhthe fluidizing gas speed can be
chosen to be very low, as a bed expansion of s@fficient to randomly spin the

particle in the bed, without the development ofefgrential position.
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4.3 Example results for iterating between the two models

As a next test, we analyzed the layer formatioa fluidized bed by iterating
between the two models. From the analysis depiaotéd. 4.3, we chose two limiting
cases for this set of tests, one at a bed expanéie®.0 and one at ~1.6. Higher bed
expansions are shown to provide a more uniform &satpre field, but are also
expected to cause unacceptable surface damage, tivhilower bed expansion is
expected to preserve the outer surface qualitypigitt not be able to provide a
uniform thermal environment.

The analysis is performed in a particle-averagedmaa We assume that all
temperature and orientation statistics are the sanad| targets in the bed. This is a
valid assumption as the bed is being operateddimparatively long periods of time,
but the simulation is only run for a few secondsiM/the pellets’ average temperature
environment and average position could be biaseddan where it was located at the
beginning of the simulation if it is only run forfew seconds, this bias will disappear,
as the fluidization time is of the order of sevemahutes as it is in the MPLX case.
Modeling the layer redistribution for all 200 sisaith the bed individually because of
slight variations in statistical data from the flimed bed analysis seems unnecessary.
This assumption is supported by computing the stahdeviation in average
orientation and local gas temperature around tlgetdor increasing layering times.
For this case, we fluidized 50 particles for onaue and recorded the time average
orientation of all particles. At each time stege #tandard deviation of the individual

particle orientation is computed. From results shawfig. 4.4, we can conclude, that
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the time-averaged orientation vector of the indraidtarget lies within 5 % of the time-
and patrticle averaged orientation vector computest a 20 s fluidization interval, and
within less than 2.5 % after one minute, indicatiingt the pellets will experience a
similar local heat flux variation. This means ttieg layer formation computed for a
single particle based on the particle- and timeayed orientation vector is
representative for all particles in the bed.

Next, we needed to estimate how long of a fluidiraperiod needed to be
modeled in order to find meaningful statistics @fgaverage particle orientation and
helium gas temperature. Fig. 4.5 shows the hisibtige time & particle -averaged
value of the orientation vector during a 60 s setioh of 50 particles. Based on these
results, we chose to model 10 seconds of fluidiestioperation since the statistics

don’t change significantly after that.
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Figure 4.4: Standard deviation for time-averagednation of each individual particle
for a 50-particle bed operating at two differend lexpansions. After 60 seconds of
simulated fluidized bed operation, this standandat®n falls below 0.05, indicating
that the time averaged orientation does not vaggity from one particle to another.
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Figure 4.5: History of time & particle-averagedwlof the orientation vector for two
different bed expansions over time. Due to thearaldrge unbalance of the spheres in
this simulation, the particles have a preferemiantation signified by a non-zero
value of their average orientation vector. Desthigefact that different bed expansions
result in a different value in the average origatavector, 8-10 seconds of simulated
fluidization seem to be long enough to compute nmednl statistics.

Following the same line of argument, the standiendation for the value of the
gas temperature surrounding the target was compiitese results are shown in fig.
4.6, indicating that the error of using a time &tgde-averaged value for the gas
temperature around the shell induces an errorleB8-mK. Besides giving an insight on
the error induced by using a particle and time ayed value for the gas temperature

when computing the local heat flux around the sphiis value gives a good

indication about the mixing observed in these cables better the bed mixes the
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particles, the lower the standard deviation oftiime averaged gas temperatures for the

individual particles.
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Figure 4.6: Standard deviation of the time-averaggsitemperature around each
particle as a function of time. As the bed mixesghrticles, this value decreases. The
higher overall value of the standard deviatiorhaetlbwer bed expansion can be
explained by a lower degree of mixing observedwatbed expansions.

After these considerations, the analysis for the ¢tases was started by
computing the time & particle-average gas tempeeadnd y- coordinate of the
orientation vector for a fluidized bed containir@d2oarticles, filled with unlayered
deuterium. The degree of unbalance and mass marherdrtia was computed by the

layering model, the initial condition used in toasse described the inner boundary with

a spherical shape. The initial distance betweemvibecenters of the spheres was



assumed as 2Q@m. The initial conditions and other parameters usetis simulation

are given in tab. 4.1.

Table 4.1 Values used in the parametric layeringuition

Parameter 1.6 Bed Expansion 2.0 Bed Expansion

Flow Speed 0.8 m/s 1.0 m/s

Gas Pressure 0.5 atm 0.5 atm

Reynolds Number 1296 1620

Average Nusselt 38.0 44.5

Number

Polynomial Angle<90 Angle>90 Angle<90 | Angle>90

Approximation

Local Nusselt Number po = -4x10° | A=0.00 A=6x10" |A=0.00
B=-6x10" |B=-6x10" |B=-0.005 |B=-3x10"
C=-0.0111| C=0.23 C=0.011 C=0.18
D =59 D=6.2 D =65 D =16.95

Mass of Particle 3.206x10° kg 3.206<10°° kg

Bed height at rest | 25243102 m 2.524%1072 m

Volumetric heat 50 000 W/n 50 000 W/ni

Radius of sphere 0.002 m 0.002 m

Number of spheres in 200 200

bed

Viscosity of helium | 0.33x10°Pa — s 0.3810°Pa—s

Density of helium 1.333 kg/in 1.333 kg/m

Heat capacity helium| 5200 J/ mol — K 5200 J/mol — K

Thermal conductivity | 0.26 W/ m — K 0.26 W/ m-K

helium

Radius of fluidized 0.012 m 0.012 m

bed

Temperature of gas @18.5 K 185K

inlet

Latent heat of
deuterium

71.917x10°J/nt

71.917x10°J/nt

Molecular mass
deuterium

0.004 kg/mol

0.004 kg/mol

Initial Void Volume

1.7154x10°m®

1.7154x10°m®
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The local heat transfer coefficient resulting fridme time & particle-averaged
orientation and gas temperature determined byltidiZed bed model was imposed on
the outer surface; the layering model was then tsedmpute the change in layer
distribution caused by this heat flux. The layenmgdel was applied for ten minutes
before the new degree of unbalance and mass marhigrertia was computed and then
used as an input for the fluidized bed model to wat® updated values on the
temperature field.

Fig. 4.7 shows the histories of the distance betvibe center of the sphere and
the center of gravity for the two cases chosenHisranalysis and the limiting case of a
stationary sphere in a packed bed. Due to thectestipreferential positions in the bed,
the times it takes to develop a uniform layer aghér than the ones computed in the
case of a constant local heat transfer coeffideattion 3.4.4). In the case of the
stationary sphere in the packed bed, the heanfimxuniformity of the outside surface
prevents a layer uniformity better than|8®. However, in the cases in which the shells
are fluidized, in spite of being exposed to a naifeum heat flux, the redistribution of
mass towards a uniform layer slowly causes thdssteekpin more randomly in the bed.
This in turn causes the shells to have a more unifteat flux on the outer surface,
which ultimately leads to a layer movement closet eloser to uniformity. Even in the
case of very low bed expansions, in which caseawve shown that the particles barely
leave their preferential position, the heavy sitithe shell pointing down, the heat flux

imposed by the gas causes a mass redistributicerdswaniformity.
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Tab. 4.2 shows the values of the average oriemtabbonputed in each fluidized

bed iteration combined with the resulting distabetveen center of gravity and center

of the sphere as computed by the layering model.

Table 4.2a: Test results for layering at 1.6 bguhesion using both models iteratively

It. Layering Model Results Fluidized Bed Modeldrks
time Distance XX lyy Average Spin | Spin | Spin
(s) Between (x10™ | (x10™ | Orientation | X Y Z
CGandCS | kgnf) |kgnf) | Vector rad/s | rad/s | rad/s
(x10™m)
0 0.00 2.0918 7.0600| 6.7959 0.7170 763 891 8.97
1 3000 | 0.4140 7.0969| 7.1171] 0.3159 701 8|14 8.16
2 3600 | 0.3062 7.0586| 7.0615  0.2545 701 7|93 7.98
3 4200 | 0.2240 7.0591| 7.0644 0.1870 7.87 7,84 7.88
4 4800 | 0.1594 7.0585| 7.0681 0.1373 783 7|72 7.79
5 5400 | 0.1333 7.0577| 7.0618 0.1072 7.87 7,89 7.80
6 6000 | 0.0959 7.0634| 7.0705 0.0919 780 778 7.84
7 6600 | 0.0802 7.067 7.075 0.0846 8.p02 7|96 7.98
8 7200 | 0.0723 7.065 7.071 0.0517 8.06 8/08 8.04
9 7800 | 0.0435 7.059 7.064

Table 4.2b: Test results for layering at 2.0 bego@sion using both models iteratively

Layering Model Results Fluidized Bed Model Result

Iteration| Time | Distance | Ixx lyy Average | Spin | Spin | Spin
(s) Between | (x10™ | (x107* | Orientation| Z X Y

CGand CS kgnt) |kgnf) | Vector rad/s | rad/s| rad/s

(x10™m)
0 0.00 2.0918 7.0600, 6.7959 0.6130 115 103 114
1 1200 | 0.8659 7.0448| 7.035F 0.3636 11.1 105 11.3
2 1800 | 0.5678 7.049 7.061 0.2700 10.9 10.6 10.8
3 2400 | 0.3701 7.0543| 7.073] 0.1740 11.0 1p.8 11.0
4 3000 | 0.242 7.0560, 7.074| 0.1270 11.0 109 11.0
5 3600 | 0.159 7.0607| 7.0773 0.0809 10.9 1p.8 10.9
6 4200 | 0.116 7.0630| 7.0770 0.0589 10.6 1D.7 10.6
7 4800 | 0.081 7.0619| 7.0715 0.0325 105 1p.6 10.7
8 5400 | 0.0587 7.0696| 7.0700
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Figure 4.7: Distance between the center of grauity the center of the sphere as a
function of time for the two cases chosen in tmalgsis and the limiting case of a
stationary sphere in a packed bed. The more rarsgamof the particles in the case of
higher bed expansion causes a faster layering fifme simulations are discontinued at
5 um, as that is the length scale of the surface meghfeatures. The fluidization at
this unbalance imposes a very uniform heat enviegrirand will not cause the pellet to
develop a preferential position in the bed.

In order to complete these example test casesge® to analyze the average
impact velocity of particle-to-particle collisioms both cases. Fig. 4.8 shows by
analyzing a 10 s fluidization period that the numifecollisions at elevated velocities is
decreased for both the normal and tangential comtiaen the bed is operated at a lower
gas speed. However, to determine the overall efie¢he shell surface, the reduction in

average impact velocity for lower bed expansiontrbesconsidered in combination

with the ~30% increase in layering time, which gases the number of total collisions.
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Despite indicating a lower impact velocity, thetaistics obscure the actual
surface damage on the shell by the fluidizations Emalysis reveals that the average
impact velocity can be reduced; however the ~308tegse in layering time increases

the number of total collisions which might affelsetresults disadvantageously.

— Normal Impact 1.6 BE
* Tangential Impact L6 BE| -
— Normal Impact 2.0 BE
* Tangential Impact 2.0 BE

100

10 ff

Number of Collisions within a 10 s fluidization period

Velocity of Impact (m/s)

Figure 4.8: Number of collisions during a 10 sdiaation period at different impact
velocities in both normal and tangential directiontwo different bed expansions.
Clearly, the impact velocity is reduced in the cafsa lower bed expansion.

The analysis presented in this chapter illustrdtet at low bed expansion and
large offset between center of mass and geometgcdaér, the particles in the bed
barely move from their preferential position. Howewhe layer thickness uniformity

can be increased at low bed expansions even galhets do not turn over based on the

local heat transfer coefficient over an almostistetry sphere. Once this has occurred,
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it might become advisable to operate the bed &leehbed expansion to provide a
more uniform heat flux on the outer shell througha@re random orientation and to
continue the equilibration process. It is essembi&now what bed expansion is
necessary to overturn shells of this unbalancederao keep moving the layer towards
a uniform thickness. We have shown in the prevexample that the bed could be
operated at bed expansions as low as 1.6 whileecang the surface quality by
reducing the average impact velocity of the paetid-particle collisions. The penalty
paid by this approach is a longer redistributionetias the particles are not exposed to a
uniform thermal environment at first.

As the bed is fluidized with higher gas flow rateaysing the pellets to have a
more randomized orientation from the beginningef layering phase they ultimately
achieve the layer symmetry faster. Once layer amity within a few microns is
reached it is possible to run the bed at lowerdogzhnsions conserving the surface
quality. This could lead to a time-dependent flgy@ed profile, which results in a fast

layering time and an improved surface quality.

4.4  Final remarks about modeling DT layering

Although the models have only been applied to #getium layering case
encountered during the MPLX experiments so faly ttee be used to predict the
formation of DT layers. However, this model loseswaacy as théHe gas builds up in
the void space from tritium decay. The layeringoess will be slowed down as the

mass movement of the gas through the void is ingbegiehe®He gas in the void,
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which is described in Appendix E. From this analysi 1-D estimate of the impact of
non-participating gas on the DT diffusion and,ralitely, on the layering time can be
made. The results are shown in fig. 4.9. Fromfigige we can conclude that, if the

®He concentration in the DT can be maintained wigbout 5%, its impact on DT
diffusion would be small. For the geometry studiethese example cases, the increase
in layering time due to a 5%te buildup in the void would be about 2 minutes gy,
which is small compared to the 26 minutes natagiing time for pure DT (provided
the total number of days between target filling &ring is kept low). In terms of
tritium decay a 5%He concentration corresponds to a fill and cool-ddime of 3

days. This would require improvement in the curféih&and cool down process

considered for the MPLX (~1-2 weeks).
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Figure 4.9: 1/e layering time for 4 mm HAPL sheltsl9.65 K as a function of the
concentration ofHe in the void space. These results were basecar-aimensional
analysis presented by Hoffer and Forefiaand are further explained in Appendix E.
Clearly, in the concentration is kept below abdut, Bhe influence of the non-
participating gas is very small, increasing theetayg time by 6 minutes (from 26 to 32
minutes). In this figure, each square represente@aase in tritium age by one day.
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If long fill times cannot be avoided, this modelbstill be used to estimate the
layering progress by using a non-dimensional laggtime (normalized to a time
constant obtained from figure 4.9), in which cdsetime constant can be found from
fig. 4.9. Alternatively, the layering model needsbe expanded to solve the heat and
the mass diffusion equation simultaneously forseaaith significant non-participating

gas.



5. Conclusion

The focus of this research was to help understaddsmulate the key physical
processes coming into play during layering of aa t&rget in a cryogenic fluidized
bed. Numerical tools were developed to advancesiiieavor, including a model for
the fluidized bed behavior and another one foptfeeesses occurring during layering
in a fluidized sphere.

The first model combines a 1-D Lagrangian desawpfor the fluid phase and a
3-D discrete particle model for the solid phase etwo phase flow model to describe
a fluidized bed with very large particles. This hoet was validated using experimental
and theoretical analysis. The model was then exgzhtalpredict the unique behavior of
unbalanced spheres expected initially in a fluidibed proposed to produce highly
uniform IFE fuel pellets.

The “time-averaged” temperature environment insidkeidized bed is expected
to turn initially non-symmetric deuterium or deuten-tritium targets into highly
uniform targets by a layering process. This madstgbution process has been
modeled numerically in two dimensions; the comparetl algorithm was verified by
comparison to 1-D results presented in the liteeatund to a water layering experiment
performed as part of this study. This second mddiVers information about the layer
formation in a sphere, which is exposed to a aettaial heat flux distribution on the
outer surface and which is partially filled wittva@lumetrically heated solid.

The two models were then combined to simulatentegrated overall layering

progress in a fluidized bed.

180
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Key findings from this study are summarized below:
FLUIDIZED BED MODEL AND RELATED EXPERIMENTS

- Treating the fluid phase in the numerical modedme dimension only,
while resolving the granular part in three dimensioesulted in a simulated
bed behavior which is in good agreement with tle@tétical results and
experimental observations, for homogeneous andholgeneous
fluidization. In addition the computation of theepsure drop through the
bed was computed accurately as established by cwopdo theoretical
results for a limiting case with particles at rest.

- Statistics of the normal and tangential impact eikes for particle-to-
particle and particle-to-wall collisions could bengputed as a function of
the bed expansion of the fluidized bed through misaksimulations. This
provides valuable information on the expected serfdamage induced by
the collisions on the outer surface of the shdfliciw has been shown to be a
key issue in the evaluation of using a fluidized bar IFE target layering.

- The time-averaged spin rates could be determinedllfparticles in the bed,
which proves to be essential in assessing the aveeaged heat transfer
coefficient on the outer surface of the pellet.

- Including the unbalance of the particles to thenglar model enabled us to
analyze test cases with the following results:

0 The bed expansion at which the fluidized bed opsret not influenced

by the unbalance of the spheres for constant gasdpeeds.
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o The collision frequency is not significantly influeed by the unbalance
of the spheres.

o The magnitude of tangential impact velocities dyparticle-to-particle
and patrticle-to-wall contacts increases with insiteg unbalance, while
the magnitude of the normal impact velocities slooly little
difference.

0 The particles develop a preferential orientatiothmbed, even for small
degree of unbalance. We were able to quantify im faw the bed
expansion at which the fluidized bed operates nfuneance the
preferential position as a function of the degreernbalance. These are
key observations influencing the evaluation ofuadized bed for IFE
target layering, since the targets’ preferentiaifpon affects the time-

averaged uniformity of the local heat flux on theey surface.

LAYERING MODEL AND RELATED EXPERIMENTS
The influence of a non-participating gas specigbénvoid space of an un-
layered target has been studied through literatsearch. Furthermore, a
set of laboratory-scale experiments was set updw ghat the problem
could be generalized from DT diffusion throutste to water vapor
diffusion through air.
The two-dimensional numerical description of ag@as interface poses a
challenge due to the significant change in deregtpss the interface.

Through careful application of the basic principbégphysics (in particular
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the conservation of mass and energy), a modeletkrivthe literature
describing a solid-liquid phase change could betsdiato describe the
sublimation and re-sublimation problem encounténetiis application.
The influence of the non-participating gas in tasepus void was not
included in this model; however, the limits withvimich the model is
applicable have been defined. A number of releeaperiments and
possible IFE prototypical conditions lie within geelimits, making this
model a unique and valuable tool in advancing thdysof the layering
process.

By applying cylindrical coordinates in two dimenssy the movement of the
interface in a spherical target could be modeldu [&yering times
computed in this analysis could be compared td.tBetheoretical results,
which assumed planar geometry.

The expansion of the layering model to the secomesion enabled the
analysis of the influence of a non-uniform heax ftun the outer shell of the
target. The equilibrium layer thickness non-unifdynfior a certain non-
uniform heat flux applied on the outer surface ddug found.

The development of inner surface roughness featpresiously reported in
single sphere layering experiments could be dematest and explained
from the simulations, arising from the unstablevgtoof small surface
perturbations. However, these roughness featutesdriresulting
ultimately in a smooth inner surface, which is maportant target physics

requirement. The formation and history of theseghmess features
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developing at the inner surface cannot be modelezhweonsidering only
one dimension.

A water surrogate layering experiment was usectdywthe mass
redistribution predictions from the layering modehe modeling results for
this case could also be used in explaining theroenae of dark spots in the

ice layer observed in the experiments.

COMBINING THE TWO MODELS
By combining the fluidized bed and the layering mlothe redistribution of
fuel in the shell could be modeled based on thal lbeat flux imposed on
the shell based on certain fluidization conditiohs the mass in the shell
forms a more and more uniform layer on the insidthe shell, the degree of
unbalance of the target decreases. This influetheesrientation preference
of the particle in the bed and thus the variatiotocal heat transfer
coefficient on the surface of the shell.
By integrating the two models, important information the influence of
certain fluidization parameters on the layeringgess could be explored,
and recommendations depending on the demands Eytkeng process
could be given.
For example, the model provides the flexibilityasisessing operation over a
range of parameters to maintain surface damagénvéattowable limits,

including flow speed, bed expansion, number of sgghand layering time.
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- An example case was focused on low gas flow flaitiin since particle-to-
particle collisions in a bed, operating at bed @&sans around two have
been reported to damage the outermost surface athlls severely. For
low bed expansions, the results indicated thaslhie#is were having a
preferential position in the bed, with the heagiele of the particles pointing
in the direction of the gas stream. This leadshaher heat flux on the
leading edge than on the trailing edge, affectireglayer formation inside
the shell. However, the layer moves towards uniftyrfnom the initial
condition despite the non-uniform heat flux. THimoges the degree of
unbalance in the sphere and causes an assimitdtalhthree moments of
inertia, leading to a more random orientation ef particles when fluidized
at the same low bed expansion.

- The models were applied for parametric studies ksitimg the conditions
expected in the MPLX experiments. In these expentsjgure deuterium is
planned to be layered inside PAMS shells underriiation. The example
cases chosen in the simulation show how the maaelde applied to gain
valuable information on the application of a cryoeigdluidized bed for IFE

target layering.

The model was then used to simulate deuteriumilayemder the range of
expected conditions in the MPLX experiments. Magsults include:
- At a high gas flow speed (or bed expansion)rémelomness of the particles’

orientations and the rate at which the particless lgad to a more uniform time-
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averaged temperature field, resulting in a layetimg close to the simple
estimate for a completely uniform heat flux. Foamwle, for fluidization with
two bed expansions (with a gas flow speed of ~1<),nt took ~90 minutes of
simulated layering time for the fuel to reach alayon-uniformity which was

of the order of the surface perturbations (of treeoof 5um); this corresponds
to a 1/e layering time of 25.2 minutes, which iggod agreement with the
theoretical result based on the 1-D layering equatassuming a completely
uniform heat flux on the outer surface.

Decreasing the flow speed (or bed exapansion)dueduce the number of
collisions at high impact velocity (and the corrasging surface damage);
however, this would result in a longer layeringdirkor example, reducing the
gas flow speed at the inlet from 1.0 m/s to 0.8 (@{s pressure of 0.5 atm)
decreases the bed expansion from ~2 to ~1.6.aeeihg time constant
increases from 25.2 to 35.6 min for a 1/e improvenoé the layer uniformity,
increasing the layering time to ~125 min until gedlets’ unbalance is governed
by the surface perturbations. The analysis showatthis increase in layering
time due to lower gas velocities is the penaltysignificantly reducing the
number of collisions at impact velocities greatert 0.15 m/s The analysis also
showed that once the unbalance of the targettiseobrder of um, the pellets
lose their tendency to develop a preferential pmsiteven at 1.6 bed

expansions. This means that the layering procesbe&aontinued at 1.6 bed
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expansions under a time-averaged isothermal enwiganuntil the surface
roughness features are smoothened out.

- More information about collision damage, innerface roughness requirements,
layer uniformity requirements and potential volurieeheating devices would
be required to provide more specific guidance anping for the MPLX

experiment.

The results from this study are very encouragiggueing the understanding of
the integrated behavior of DT layering in a cryagdluidized bed. However, some
issues remain which could be addressed by theAwmlipR&D as a complementary

effort to the research presented here:

It would be useful, once the MPLX experiment (usilegiterium and an IR
light) is underway, to compare the initial experita results to the model
predictions as a final confirmation of the accuraog range of application
of the model predictions.

- Depending on possible shortcomings observed iimthal results from this
experiment (in particular regarding damage to #seiiting surface finish,
total layering time, final layer uniformity, or vation in layer quality
between targets), the model would then be usedato the range of
available parameters and provide specific recomiatgms for improving
the experimental setup and guiding future test cagms.

- Further improvement to the layering model shoutdude the capability to

model the diffusion mechanism of D-T in the pregeofta non-participating
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gas {He). Including this element will increase the aamyrof simulations
for cases where the DT fill time of the targetseeds the limit of
application of the current model (about three dagsjescribed in section
4.4).

- The fluidized bed model could be expanded to ineldidferent frit
configurations. By including the possibility of dpimg different gas flow
vectors to at the inlet of the bed, the impacthefe changes on the bed
behavior and the expected outcome on the layerdtom could be

guantified numerically.

At the time this research was done, to the knovdesfghe author, development
of a fluidized bed model with transient sphere peeters (including changes in the
unbalance and mass moments of inertia of partitl@g)not yet been attempted. In
addition, previous numerical attempts on multi-dnsienal modeling of a solid-gas
phase change in an enclosed volume could not belfdthus, this work is ground-
breaking in, for the first time, integrating therieaus physical phenomena of fluid
mechanics, fluidization dynamics, thermodynamicassitransfer, phase change,
interface dynamics to develop an optimized numeétard to understand the complex

DT layering process under the unique set of crymgiéundized bed conditions.



6. Appendices

APPENDIX A: Quantification of surface damage

The damage on the shell surface due to fluidizdtembeen evaluated by post
processing SEM pictures. The first visual inspeditead to the result that the surface
is not necessarily roughened, but that the Au-Ratamat has been peeled off during
hard particle-to-particle collisions. Utilizing Nabal Instrument’s Vision the area
fraction of the pull out has been estimated, sbeAal. Example pictures of this
analysis are shown in fig. 2.27.

Table A-1.: Measurements of the fraction of the dged surface on shells exposed to
several different fluidization scenarios and swfager-coat based on visual inspection
of at least five photographs

0 Hour 16 Hours RT 0 Hour 16 Hours RT
Au-Pd Au-Pd GDP GPD
Mean (in %) 0.18 34.14 0.973 1.367
St. Dev. (in %) 0.0336 2.309 0.290 n/a
8Hourscryo | 16 Hourscryo
Au-Pd Au-Pd
Mean (in %) 2.255 4.799
St. Dev. (in %) 0.336 1.515

To quantify the additional heat flux reaching thelsdue to damage in the
reflective coating, the following considerationsédeen followed, wherg,, is the

radiative heat flux andr is the Stefan Boltzman constant.

Qo = (- reflectivity)(oT*)

Assuming that the reflectivity of the undamagedae is about 96 %, and the

(A-1)

damaged surface doesn’t reflect at all (0.0%) hikegt flux can be computed by:

Qo = [1- (1- damage) 96 T*)

(A-2)

In approximation, since the difference betweenuhgamaged and damaged

surface is about 1, we can say, that the increekeat flux is equal to the damage. See

tab. A-2 for examples:
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Table A-2: Example cases for the increase in ragidteat flux on the target surface for
different degree of surface damage.

Damage | Heat flux formula Heat flux AQ,,

0.00 O = (1- 096)(0T*) Oy = 004T{0T*) 0.00

0.02 Opog = (1-(1- 002)96)(0T*) | g,y =0.059200T*) | 0.019240T*)
0.04 Opog = (1-(1- 004)096)(0T*) | ., =0.0784dcT*) |0.038440T*)
0.08 G = (- (1- 008)EO96)(0T4) G =0.116800T*) | 0.076840T*)
0.16 Ot = (1~ (1- 016)096)(0T*) | 0.y = 0.193600T*) | 0.153640T*)
0.32 Opg = (1-(1- 032)96)(0T*) | g, =0347200T*) |0.307240T*)

Seeing that we start with a reflectivity of 96%yamnultiple of 4% of damage
double the incident heat flux. The importance ef &ldditional heat flux depends on the
magnitude of the radiative heat flux to the hea from the chamber walls and the
background gas. Depending on the chamber paranfetgiidemperature, gas
temperature, gas species, injection velocity) #tie 1of radiation/convection ranges
between 1.5 to 0.3 W/m

Point Damage Specifications

A different criterion for estimating whether thegat surface will be acceptable
for an IFE application can be taken from the “palesign spec”. For this purpose the
size of the damages and the number of damageswaittertain size range have been
estimated (again using Vision)

One should keep in mind that the size of the patater the SEM might not be
representative of the entire shell. Depending emtlagnification factor of the SEM,
the patch on the picture has a size of 25 um x @ 55000x) or 62 um x 38 um
(2000x). That means, that we have 133 000 of thatshes (5000x case) or 20 700
(2000x) on the entire 4mm shell.

This damage analysis needs to be considered ursdatistical perspective, but
the few dozen pictures available don’t seem tolide ® provide a statistic that is
representative of the whole sphere surface. TabsRews the largest damage for each
picture.
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Table A-3: Diameter of the largest point damagesue=d in each picture along with a
count of smaller defects seen on the target surface

8 hrscryo Au-Pd

5000x

Smaller than 1um

1.0um < Size <
5.0um

Size > 5.0 um

# Max size | # Max size| # Max siz
1-1 4 0.89 0 - 0 -
2-1 6 0.98 0 - 0 -
3-1 2 - 3 - 1 5.27um
4-1 3 0.63 0 - 0 -
5-1 4 - 3 3.11 0 -

8 hrscryo Au-Pd

2000x

Smaller than 1um

1.0um < Size < 5.0uRize > 5.0 um

# Max size | # Max size| # Max siz
1-2 n/a - 3 2.72 0 -
2-2 n/a - 3 2.98 0 -
3-2 n/a - 11 3.60 0 -
4-2 n/a - 2 2.24 0 -
5-2 n/a - 6 - 2 8.1

16hrscryo Au-Pd

5000x

Smaller than 1um

1.0um < Size <
5.0um

Size > 5.0 um

# Max size | # Max size| # Max siz
1-1 5 - 4 1.58 0 -
2-1 9 - 4 1.80 0 -
3-1 4 - 1 2.74 0 -
4-1 2 - 5 3.02 0 -
5-1 10 - 3 2.86 0 -

16hrscryo Au-Pd

2000x

Smaller than 1um

1.0um < Size < 5.0

UIRKize > 5.0 um

# Max size | # Max size| # Max siz
1-2 n/a - 4 4.82 0 -
2-2 n/a - 16 2.69 0 -
3-2 n/a - 10 - 2 5.889
4-2 n/a - 6 - 3 5.865
5-2 n/a - 12 2.74 0 -
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Isolated defect NIF point design spec

CH10_071306R 3
ho° ;

— No Defects Above 1
————— < 20 Defects Above |
------- < 100 Defects Above ||

Maximum Height ( nm )

o 4

T GDP chips,
Au/Pd pull-outs

10 ‘ ‘
10 10' 10
Lateral Scale ( micron )

Figure A-1: The criterion for isolated point defect the target surface for NIF
(National Ignition Facility}® *”. A similar analysis from an implosion physics paif
view has yet to be done for HAPL targets, but threselts can be used to show that the
surface damage induced to the surface at two beaihsion might be acceptable.



APPENDIX B: Estimating the Hertzian contact stress during collision

As a follow up to the discussion in Appendix A bétsurface damage due to
collisions during fluidization, this appendix debess estimates of the force applied on a
surface due to a collision at a certain speed. iBrespecially interesting when
analyzing the defects in the GDP over-coated PAREIs since the SEM show a
damage resembling failure following Hertzian coh&tess. This sort of failure is
characterized by breaking small conical chips duhe surface of a sphere. The
equations follow Ugural and Fenster

The maximum stress due to the contact presgurne given by Eq. (B-1):
F
Ta

In this caseF is the force of contact aradis the contact area given by Eq. (B-
2). E represents the Young's Moduls amdand r, the radii of the two spheres.

1
a= 0.8{ FE+E)ur, T (B-2)
El E2 (rl + r2)

For two spheres with the same radiusand the same material, this simplifies to
Eq. (B.3).

o, =15—; (B-1)

1

a= os{ﬂ}g (B-3)

E
This leads to a contact stress following Eq. (B.4):

1

FE?)?
.= 06{ r.2 j (B'4)
The time averaged impact force during the collisian be approximated by:
= e (B-5)

At
Using some approximate values shows that a faifucentact stress of the GDP
overcoat is possible:

Av=1m/s, At 1

=——s, m=2007°Kg, E=150GPa->
600(
0,=250MPa

The assumed values of the Young’s Modulus (150 @GRd)the maximum
tensile strength for the GDP layer at cryogenicgeratures (250 MPa) are only
estimates.

The fluidized bed model can provide an estimatdefaverage velocity
difference of the collision contacts at differeetexpansions and/or frit designs.
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APPENDIX C: Time step restriction in a special choi  ce of damping
coefficient

During the test of the numerical model, it has beeted that the choice of
damping factor impairs the stability of the metl{sde figs. C-1 and C-2). Since this
seemed counterintuitive at first, the following e has been performed to bring light
into the subject.

First, the shift in resonance frequency due taddmping factor was explored,
since this shift might alter the N-value that isngeused in the convergence argument.
The N-value is a measure of the number of timesstieping which a collision contact
occurs; this value is computed based on the na@@liency of the system and the
time step size (see Eq. (C-5)). Clearly, an in@eéaghe resonance frequency of the
system (decrease in oscillation period) will resuld smaller number of time steps
during the elastic contact for the same time siepwhich will change the convergence
argument.

For this analysis, we need to compute the critieahping coefficientg,,

defined in Eq.(C-1) and the natural frequency,risdiin Eq.(C-2)

. = 2km (1)
0, =% (€2)
m

Using the definition in Eq. (C-3), the resonanagtrency of the damped system
can be computed by Eq. (C-4).

£=C (C-3)
C

C

0, =0,y1-¢* (C-4)

An overdamped systen€ (> 1) in this model would be unphysical since it

would lead to the shells not bouncing at all. Thws,only consider underdamped cases
(€ <1). From Eg. (C-4) we can see that the oscillatreqdency will become smaller

for higher damping coefficients (dsassumes a value closer to 1). For the same value

of the time step sizé)t, this means that larger N values are achieved vieen
damping coefficient is increased (see Eq.(C-5)).

N=—— (C-5)

As a result, the shift in the natural frequencyhaf damped system due to
increased damping coefficient is not expected tseany instabilities in the model.
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Second, the ratio of energy taken out of the systeome time step due to
damping (from the damping force shown in Eq. (Caf)jl the distance traveled
estimated in Eq. (C-8)) and the total kinetic egarngthe system (see Eq. (C-6)) can be
estimated from Eq. (C-9).

E : :—m\lz - V= Z—Kin C'6
" =5 i (c-6)
2E,.
I:Darrping _Vlj:eﬁ - % |]:eff (C'7)
2E,.
s= [/ [t (C-8)
m
Foaming LS
AE ~ Damping :Emt m:eﬁ (C-g)
EKin EKin m

For the values used in this simulation (see ti).the ratio reaches a value as
high as 26% forc,, = 0.01. This leads to the instabilities shown @ €£-1 as compared

to the smoother results shown in fig. C-2., in viahilce only value that changed was the

Cui -
0.0002 T T
E
-g 0.00015 — —
&
[+}]
= C_eff=0.01
IE 0.0001
& i i
@
& N=5
u
@ Se-05 =2
.E / 7/\ \\
i /7 = &‘/ \\\\____,//Wh\“mw\-mwr- |
Jof R T T
0 100 200 300 400 500
Time {ms)

Figure C-1: In the case of an unfavorably chosenlzoation of damping coefficient,
stiffness and time step size, the system mightineaanstable although unexpected.
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Figure C-2: The only difference between this caggtae one depicted in C-1 is a
smaller damping coefficient. With this choice ofgaeters, the system is stable for
lower values of N than in the above case.



APPENDIX D: Error estimates for the experimental re  sults

Whenever experimental results are being quotedsamate of the error must
be given along with the data. This section dessrthe error sources which have been
considered in the experiments and shows estimatie@s for the overall errors.

Error Estimates on Room Temperature Spin and Circulation Rates

The error of the room temperature spin- and citautaate computation is
shown in form of error bars in figs 2.26, 2.32 @n83.

In the spinning case, a rotation (mostly betweetod®) degrees) has been
determined experimentally by following a markingtbe shell over several frames of a
high speed video. Knowing the number of frameakes for the particle to spin a
certain angle one can compute the spin rate. The vadue reported is the mean of
four to six measurements made at each bed expansion

Two different error sources have been considereth@®spin rate. The first one
comes from the spread of the measurements; wedssraie standard deviati@n to
estimate the size of that uncertainty. The othereronsidered comes from the
uncertainty of knowing the exact angle rotationhwitthe number of frames we
counted. This error is being accounted for by agl@dim uncertainty ot 1 frame for
every 45 degree spin following Eqgs. (D-1) and (D-2)

framerate 1
oA=————Xx—
spinrate 8
The uncertainty in the spin rate due to countimgnies Aw;,,..) can then be

Number of frames for a 45 degree (1/8) rotati (D-1)

found depending on the average spinEate

Ao, = — :rame reite (D-2)
8[6 rame rate | 1}
8w
The total error is the computed by Eq. (D.3) followihg
Aa“{ot = Aa)fra.mez +02 (D'3)

The error on the bed expansion measurement has been determined to be 10%.
For most videos, the interface between the gas and the gas-solid mixturetfatis wi
10% of the mean value. The main reason for this uncertainty is the fact that this
interface constantly moves and that it can’'t be clearly defined (eauld be based on
the position of the highest particle in the bed or on the average of the highest four).
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The circulation rate has been determined by measuring the time (counting
frames) it takes for the particle to move from the bottom of the bed to the top and back
down to the bottom. The error bars for the circulation speed have been computed in a
similar fashion than the spin rate, using the standard deviation and Egs. (D-1) through
(D-3). Since the circulation speed has a lower value than the spin rate, tHeoemnror
counting the frames is less important. In addition, the position of the shell inside the bed
is easier to determine than its orientation.

Error Estimates on Pressure Drop vs. Flow Rate Plot

In fig. 2.23, the pressure drop throughout the bed is plotted for different flow
speeds. The uncertainty analysis for this plot is mainly based on the measurement
instrument error and the standard deviation of the measurements. Howeeethasinc
flow speed cannot be measured directly, the effect of the measured paraméiers
error of the flow speed has to be estimated by the error propagation fostmauan in
Egs. (D-4Y". This formula determined the error of a variaRleased on errors of

variablesx , and is based on the Taylor series expansion of a multivariable
functionR = f(x,, X,, X;,.X, ) -

6 ="— (D-4a)

Ug = i{i (Hiu;i )2}2 (D-4b)

When determining the flow speed, the measured variables are the volumetric
flow speed and the cross sectional area of the tube. The errors in the voluowtric f
speed are given in tab. D-1, the error in the cross sectional area is comguit&akefr
manufacturer’s tolerance in the radius.

Table D-1: Different types of errors in the flow speed analysis.

Value measured: volumetric flow rate

- resolution uncertainty: 0.5 resolution = 1 SCFH

- repeatability: 3% of measured value (given by manufacturer)
- accuracy 6% of measured value (given by manufacturer)

Conversion from volumetric flow rate to flow speed:
- cross sectional area of the tube: A= 7r?
- error in radius: 1%
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The total error for the volumetric flow rate can be computed by the RSS method
Eqg. (D-5). The individual errorg, are the ones given in tab. D-1

u, = i@ (D-5)

The error for the flow speed is then computed by Egs. (D-6))

%
mr

2 . 2
Av = i\/( 12 Av] +(—E%ArJ
r r

In this case, the error contribution from the cross sectional area (os dhe
tube) is one order of magnitude smaller than the error from the volumetric flow rate
uncertainty.

The pressure drop can be measured directly. In this case, the individual errors
(resolution error, instrument error and standard deviation) have to be considered when
computing the total error through Eq. (D.5). Since separate measuremehés for
pressure drop at a given flow rate are taken, the standard deviation is cahsidere
account for that uncertainty.

The calculation resulting in the error bars shown in figs. 2.24 and 2.25
(fluidization experiments are compared with numerical computations and eahpiri
results) are covered next. The uncertainty in the flow speed for the niitage (fig.

2.25) is determined as described above.

When the system of Delrin spheres was fluidized with water (fig. 2.24), a
different method was applied to measure the flow speed of the water. In thihease
fluidization was performed for one minute, and the water was collected in a.beake
This way provided accurate account of the flow rate. Applying Eq. (D-4b) to compute
the error in the water flow rate measurements, results in Eq. (D-7).

%
V=—-=
A

2

(D-6)

vV _V 1

— _ collected =
2 2
v tyiapsed 77T

2 2 2
Av =+ AVcollec’(ed + \ At + 2Vco|lected ﬁ
Caapeea 7TT tatopeed 7TT° Etapsed IT T°

%
V=—-=
A

(D-7)
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The error in the void fraction is equal to the error in the particle fraction, since:
l=¢,+¢, (D-8)
The particle fraction is computed from Eq. (D-9).

_ Volumeof particles
 Bed area[Bed height

(D-9)

The bed height is read on the metric scale attached to the side of the bed. Due to
the bubbling behavior of the bed (as shown in fig. 2.25 for the case of gas fluidization),
the uncertainty in determining the bed height is fairly large (estimatarat+ 5% of
the recorded value). In the case of water fluidization, the bed height could be
determined more accurately, as the bed height does not fluctuate as muchgas for a
fluidized bed.

Applying Egs.(D-4) to Eq. (D-9), yields the following estimate fo& €rror in particle
fraction:

2 . 2
As = AVp e N ABed height V,,_.ie (D-10)
P Bed area[Bed height Bed area[Bed height?

The uncertainty in the volume of the particles has been determined next. In the
case of the Delrin spheres, the manufacturer’s tolerance in particleeliaimeld be
used leading to a fairly accurate account of the volume of all particlgsr(2®
diameter tolerance of a 3.95 mm sphere gives an error of less than 4 %).

In the case of the PAMS shells, the volume of a number of shells was measured
by recording the volume of water displaced by the particles, when forced urtder wa
In contrast to the radius measurements, this method of determining theepentiiche
brought the error down to ~ 4.4 % (see section 2.4.3).



APPENDIX E - Influence of a non-participating gass  pecies in the
gaseous void (theory and experiment)

In this section, the influence on the layering physics of a non-particifgesim
the void space of the IFE targets will be analyzed. First, the theoretical deoided
by Martin er af is presented, where the mass transfer of the fuel through the void space
is described with a simple diffusion model. Second, the model derived by T.P. Bernat e
al>'is presented, in which the same physical process is modeled as a two species
diffusion problem following the Stefan flow equations.

Experimental results presented by Hoffer and Foréhiadicate confirmation
of these equations in the case of a deuterium-tritium (DT) filled targgtadual
buildup of°He from the beta-decay in the void space is observed, which impedes the
mass transfer of DT through the void space, and increases layering times.

The layering model described in section 3 does not account for the presence of a
non-participating gas species. A 2-D description of the diffusion in the void can be
added to the model, but has not been done in this work. However, the effect of the
presence of the non-participating gas is negligible, if the partial peesitire®He falls
below a certain threshold value. The 1-D diffusion equations derived in this section
have been used to estimate the age of the DT, up to which the layering model can be
applied.

Finally, the diffusion equations are applied to a scenario where the tadistmi
of water in a 4 mm PAMS shell in the presence of nitrogen (air) is studied. A
companion experiment has been set up, the measurements confirming the validity of
these equations in the water layering case.

SIMPLE DIFFUSION MODEL

Martin et al. treat the diffusion of species A through species B like solid state
diffusion. In this case, the species B is stationary and acts like an olbsttee
diffusion of species A. Egs. (E-1) through (E-6) describe this model. Due to the solid
state diffusion assumption, only the first term on the right hand side of Eq. (E-1)
contributes to the mass diffusion. Please refer to fig. 3.1 for a schematic and the
nomenclature at the end of this appendix for an explanation of the symbols used in this
derivation.

The molar fluxN, is found by the diffusion Eq. (E-2).

dx

NA = _CDAB d)A<A + XA(NA + NB) (E'l)
dx

N, =-cD A E-2
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Assuming that the concentrations of species A and B are known at the
interfaces, the boundary conditionsggleﬁ =0 (everywhere)x,(X=0)=x, ,, and
S :

XA()A( = L) = Xan2

- apply B.C. 1: —cDABd—XAA=Cl
dx
oo & ®)=-2sec,
dx cD s cD s
_ o\ _ C -
> apply B.C. 2: Xa (%) = X0y — x
" cDyg
: _ C,
- apply B.C. 3: Xano = Xnap — L
’ " CDyg
C = D g (XA,hl B XA,hZ)
=
L
As a final result, we get
- X
XA(X) = Xaht _I(XA,hl - XA,hz) (E-3)

This shows that at steady state, a linear concentration profile can beséexpect
independent of the diffusion coefficient.

The slope of the concentration profile is:

dx 1
d)?A = _E (XA,hl - XA,hz) (E-4)

Including this result in Eq. (E-2) gives:

dXA_CD_AB(

AB d)A< - (E_S)

ARl XA,hz)

N, =-cD

Applying the relation between the molecular flux and the movement of the
interface, leads to Eq. (E-6)
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Per definition:

P P
CXppy =Cap = AL and CXpp2 = Canz = A2
’ ’ RgaSTX=hl ’ ’ RgasTx:hZ
J= ﬂ —_ D s [ Pan _ Pan2 J (E-6)
dt ps RgasL Thl Th2

In this case it is assumed that the partial pressures of specidseAraetfaces
are equal to the vapor pressures corresponding to the interface temperatures.

The diffusion coefficient needs to be computed for different pressures and
temperatures. In the case of DT, the theory of ordinary diffusion in gases at low
temperaturé¥ is applied to compute the diffusion coefficient from the Lennard Jones
potential. The following values have been computed from SHutgsan example
temperature of 19.65 K (very close to the triple point 19.79 K).

Mulj
M M
D,s =0.0018583 5 AQ ® (in cnf/s, pressure in atm)  (E-7)

AB Dag

M , =5 g/mol (for the DT)M , =3 g/mol (for the’He)

O = %(UA +0,) (=2752A for DT in*He) (E-8a)
£ 05 =A/EnEs (E-8b)
Res 194k for DT and®He (E-8c)
EAB
. Rs T
Q,, is tabulated forg— (E-8d)
AB

Q,p,, 01430 for DT and®He and 19.65 K (E-8e)
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In order to find the speed of the interface at any given time, Egs. (69) in section
3.2) and (E-6) have to be solved simultaneously. The temperature differencenbetwee
the two interfaces has to satisfy both the heat and the mass transfer eghatiossd
solution for this problem could not be found, but the two equations can be solved
numerically.

THE STEFAN FLOW MODEL
In the second approach to describe the influence of a non-participating gas, the
Stefan flow model is applied to combine the heat and mass transfer equations. The

starting point is again Eq. (E-1); accounting for the movement of species A tangl set
the mass flux of the nonparticipating gas to zé\g € 0) lead to equation (E-9).

N, = -CD,g % +x,N, (E-9)

The boundary conditions art(-:-jl(:;\ITA =0 (BC 1) over the entire domain,
X

X4(0) = X, (BC 2), andx, (L) =x,,, (BC 3).

Applying BC 1 to Eq. (E-9), we get:

_CD %
N, = P dk —C, (E-10)
1-X,
Integrating:

A

1 dXy ) e~ s
CDAB'[[].—XA aR ](3|X—C3X+C4

1
1-x,

CDs | dx, =C,X+C,

—cD, In(1-x,)=C,%x+C, (E-11)

Applying BC 2> C, =—-cD,, In(l—xAym)
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D, In[ 17X, J = C.& (E-12)
1_XAm
1-x
Applying B.C. 3> -C, =1cDAB In| — A2 (E-13)
L 1= X,
- X, [1-Xx
|n£ 17X, J:ﬁm(—“ﬁ] (E-14)
1_XAm L 1_XAm
Inserting Eq. (E-13) in Eq. (E-10) leads to:
1-x
N, = -C, = Dse | =~ Xan2 (E-15)
L 1-Xu

. X . .
For binary species, sincé™ =c,, this can be rewritten:
c ,

X C
N, = CD e In[ th) = D In( BY“ZJ (E-16)

L XB,hl L CB,hl

The concentration of the species A and B at tleeihterfaces are found by
assuming that the partial pressure of speciese§jusl to its saturated vapor pressure at

. P (T : :
the temperature of the mterfaeéA) =C,py - This allows us to writes; = X, (T).
tot

In order to combine the heat and the mass traristg. (E-16) and (Eqg. (69) in
section 3.2), the Taylor series expansion of E¢lkis needed:

In general: f (x, + Ax) = f(x0)+%] [Ax +HOT
x=%,

Specifically for the natural logarithm:

In(1+ Ax) O AX (E-17)

In(MJ Dln[f(x")+ =

f(x)

= ln(l-kﬁ%sz

AX+H .O.T.J (E-18)
%o
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Combinino Egs. (E-17) and (E-18) yields:

|n(f(X°+AX)JD f1 Bdij (0 - %)

(%) () dx )

Apply this to the following part of Eq. (E-16) ré&uin:

X
In( B'hZJD 1 EP'XB] (T, -T.)
Xg n1 Xgpa dT T=T,,

g __ s
dr ~ dT

Xg + X, =1 >

Inserting this in Eqg. (E-16) leads to:

X
N, = D In| =22 | = D - 1 EQXA] (Thz _Thl) (E-19)
L Xg 1 L X5 ht dT T=T,,

The temperature difference can be found from ded transfer equation. This
derivation has been shown in section 3.1, andtessirt Eq. (69). Combining both
results leads to Eq. (E-20) and ultimately to EgG2().

NAZCDAB 1 EPXAJ I:é N mHsmd+q_2d5J (E-ZO)
L XB,hl dT T=T,

ice ice

NA{—CDAB 1 EP'XAJ E—Lmd} ( 1 de—‘\j Giz(w]
=T T=Ty

L Xgp dT Jro L x, dT

ice

NAEE1+CDAB 1 Ep'XAj GAi—Ezd] [ 1 E%XAJ E—IiZdJ]

L X5 1 dT T=T, L X5 T T=Ty, kice



cDy 1
_ L XB,hl

dXAj A 245
dT T=Ty kice
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N, = = °
1+CDAB 1 dxAj HSEZd
L XB,hl dT T=Thy ki(:e 1 + AH s
2cD . dg" dxAj q
L D(B,hlkioe dT T=T,
N, = 0 (E-
L D(B,hlkice + AHS
2eD,,dq" de—Aj d
dr T=Ty
21)
.+ N, -
Applying 6 = ——* results in:
Ps
5= 0 (E-22)
L D(B,hlkicel[)s + ZAH slos
. dX q-ll
2cD,dg" —2
asdd dT jT:Thl

Solving this first order ODE leads to
S(t) = 3, ext ~t (E-23)

0 L D(B,hlkicelos + AH sps

2cD 5 dq" ZXAJ “

T=T

This means that the solution of the combined hadtmass transfer problem
can be solved in one expression. A 1/e decreabe idifference in layer thickness will
be achieved every minutes, wherq is given by:
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L [XB,hlkiceps + AH sps

o dX o1
2¢D,,dq dTAj d
T=Ty

T= (E-24)

The temperature-dependent gradient in the coratemirof species A can be
replaced by the gradient of the saturated vapaspire over the solid by applying the
ideal gas law:

XB,hl — CB,hl — PB,hl RgasT
dr T=Th dT T=T dT T=T

This leads to the final result of Eq. (E-25), astgd by Hoffer and Foremzn

L Llke ([0 R (T(Pyy | AH.p,

2[D,, [d [§' [P adﬂj g
dr T=Tn

(E-25)

Similarly to the previous case, the diffusion ¢mé$nt needs to be adjusted to
the temperature and pressure in the vapor spaed(se E-7 and E-8)

COMPARISON OF THE TWO MODELS FOR DT LAYERING

In the two papers analyzed previously, the authalsulated the redistribution
rates for DT in the presencefe. The results from the two models are comparet ne
In contrast to the Stefan flow model (second cdse}he simple diffusion model (first
case), the redistribution time (for a 1/e improvatheould not be found explicitly. In
order to compare the two models a certain layescegnario needed to be assumed. The
speed of the interface under certain input parammétes been computed using both
models.

The properties of the two species, DT dHe are found using SoudfsThe
temperature dependent vapor pressure of DT is givEq. (E-6§’. The total pressure
can be computed adding the partial pressure dbthand the partial pressure e,
which depends on the age of the tritium.

InP,,, =10821- 12234, 5 2389 T (E-26)
Por = 50061@x;{— 15$34 " 2.2389Dth (E-27)
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£ exalf () =exef () 1(4

dp =50061exp - 15034 +2.23890nT 150234 + 2.2389l (E-28)
dT T T T
P

Norin =5+

Y Ryes T

1 t
Nape = 5 Nor i (1_ ex;{— ?j}
LCiritium = tln_2 ; t%’mﬁum=12.3 years
}é,tritium

PE‘»He = n3He RgasT

P = 3| 0 1o - L (E-29)
2| T, 156080

For the case presented in fig. E-1, the speeldeointerface has been computed
using both models. The layer non-uniformity hasnbabitrarily chosen to be one half
of the equilibrium thickness. Using the geometryaiibed in Bernat et &f, the radius
of the sphere is 15mm and the equilibrium thickneds547 mm. With increasing
concentration of the non-participating ga4€) in the vapor phase between the two
interfaces, the solutions of the heat and massfeaequations from the two models
become closer. This can be explained by a decgabisolutéHe flux as the total
concentration ofHe increases.
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Figure E-1: Speed of interface movement towarddibgum calculated from the two
models as a function of tritium age. With incregsame of the tritium, théHe density
increases, slowing the diffusion process. In thiseg the layer non-uniformitywas
assumed to be one half of the equilibrium thickriess

ESTIMATE THE TRITIUM AGE FOR WHICH THE LAYERING MOIEL GIVES
GOOD RESULTS WITHOUT CONSIDERING THE PRESENCE OFH' NON-
PARTICIPATING GAS

After showing a significant influence of tfide on the layering speed in the
case studied in the literature, we posed the cqurestithe validity of the model output
from our 2-D layering model excluding the effectamon-participating gas species.
The effects of théHe do not have to be considered when layering geun¢erium
(since there will be no tritium, and hence®hte), as will be done in the MPLX, but
ultimately it would be important to know the linat the applicability of the model to
DT layering studies. Thus, the increasing influeotthe®He was assessed in order to
set an age limit above which the layering model iaeed to be expanded to account
for the®He.

Since the Stefan flow model as derived in 1-DChim previous section can give
the increase in layering time in one simple equmatiy. (E-25), it was used in this
analysis. Tab. E-1 shows the numerical values irs#ds analysis, which ultimately
results in fig. 4.9. The increase in layering tipgg day is initially (almost) constant,
since the half life of the tritium is large compdute the time scales considered here
(12.3 years compared to a few weeks). The quakgtatsult is an increase of the
layering time (Eq. E-25 first term on the right dagide) by about 105 s per day
depending on the fill fraction, the target geometng the layering temperature
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(parameters from tab. E-1 were used to estimatatinease in layering time from Eq.
(E-25).

Table E-1
Parameters used in the analysis of the incredsgening time due to the accumulation
of *He in a HAPL size target.

Symbol Value used | Units
P, or 1965K) 18 727 Pa
dpvij 9425 Pa/K
dT T=1965K
Pu 1.1721x18 Pa
T 295 K
L 3.20x10° m
D 4.00x10" m
q 50 000 W/ni
K. 0.303 W/m-K
Os 50400 Mols/ni
Ris 8.314 J/mol-K
0.110242 )
D B — m°/s
Ptot
AH, 78.6x16 Jint?
From above
paragw# 105 s/day
ot

EXPERIMENTAL MASS REDISTRIUBTION EXPERIMENTS USIN®/ATER AS
A SURROGATE (IN THE PRESENCE OF AIR AS A NONPARTRATING GAS)

While developing the layering model (see sectiopdsible validation

experiments were evaluated. The complexity of tloegss of filling and cooling the
shells without bursting or crushing them droveaisdnsider other options to layering
deuterium filled shells.

As one of these options, the possibility of laygnpure water injected into a
PAMS (polyalphamethylstyrene) shell was investidatiéhe water would be filled into
the shell by drilling, filling and sealing it withV glue. In order to test the model’s
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capabilities to predict mass redistribution while shell would be exposed to a non-
uniform heat flux, it was the proposed to gluefilied shell to the end of a needle and
insert it into a cooling gas stream. However, diting half of the shell’'s volume with
water, the other half would be filled with air, whiwould act as a non-participating
gas, similar to théHe in the previous section. By applying the 1-D eiqutesented in
the previous section and using the appropriateegdior water (see tab. 3.3), the
layering times in this experiment could be estirdate

Due to the relatively low vapor pressure over menfpared to DT), very low
partial pressures of air will largely influence thgering times. While not being fully
applicable as a model validation case, it seemteddsting to conduct a set of
experiments for a single stationary PAMS shell aonihg water and a vapor-air
mixture to observe experimentally the effect of qpamticipating gas on ice layering.

As a first step, a preliminary computation yieldedues for the partial pressure
of the gas that would lead to a situation in whdtth terms on the right hand side of
Eqg. (E-25) would be of the same order. In that wiag,temperature and the diffusion
restriction on the mass redistribution would béhef same order.

Depending on the exact geometry and temperatuvegssconcluded (as can be
seen from fig. 4.9) that the partial pressure efdalr and the vapor pressure over ice at
the inner surface temperature have to be of the sader of magnitude (~600 Pa at
freezing point). In order to achieve a value ofqpamticipating gas pressure that far
below the atmospheric pressure, the shell would t@ée filled and plugged with UV
glue and the excess air evacuated by permeatieecuum. The pressure in the shell
was determined by Eq. (E-30) as the permeationofatérogen through the PAMS
shell had been measured in a prior experiment. Kmptihe permeation rate and the
time the shell had been exposed to vacuum, theymeside the shell could be
computed. The minimum pressure of the air in thedl $h ultimately determined by the
minimum pressure on the outside of the shell, whafito be high enough to provide
enough cooling power to the shell to counteracwtiiametric heating. We determined
that the gas pressure had to be of the order 6fdf/An atmosphere in order to give
enough cooling.

The same setup as the one presented in secti&@v@s.used as a heating
apparatus, shining filtered IR-light onto the sh&€he measured volumetric heat flux
was slightly higher than the one reported in thestte experiment, mainly because of
the reduced volume and the use of reflectors tongstiple passes of the light through
the water. We measured this heat flux to be 0.2€c\W/

P=AP Baxr{— t J (E-30)

TPerm

To,=54 hrs (measured in separate experiment)

Perm

For water and air as binary mixture, the followdifusion coefficient was
used®:
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1

bdiff
1 1 S(1 1 )2 T
D == (PuiaPriv )2 (ToioaTune 12| ——+—— | gy I-—r | (E-
AB Rot( crit,A t,B) ( t,A t,B) (MA MB] dffl:E T T J (

crit,A "crit,B

31)

Once the air (nitrogen) pressure in the shell igdsiced to satisfactory levels
(after pumping for five days, the pressure in thellsvas ~0.1 atm), a circulating gas
stream of nitrogen at a pressure of ~0.1 atm aedhaerature of ~270 K was used to
cool the system down to ~ 272.5 K. The IR lighswarned on and the mass
redistribution was initiated.

In order to determine the layering time based enlt#b Stefan flow theory, the
system properties needed to be found. Theoretjcgbylying Eq. (E-25) (see tab. E-2,
Eq. (E-31) and Egs. (E-32) for the numerical valoiethe properties) leads to a
layering time of about 8.5 days (1/e improvementjich is fairly long, but lies within a
reasonable time frame. (The values of the coefiisid, B, and C in Eq. (E-32), are

given in tab. 3.3, for the diffusion of water thghua non-polar gaa,, =3.640x10™
and by, = 2.334).

_6150j (in mbar) (E-32a)

I:)v, H,0 (T) = [A+ B |:rCe|sius + C D_Cdsiusz] GEXF{

Kelvin

dP _
— L0 = (A+ BT, +CEI'C2) 6120 +(B+2[CT,)|®x 6150 (E-32b)
dT T TKdvin

K

This leads to the following theoretical result:

LK, [0, [RIT [Py,

ice

2D, [ @' (P a‘j%j

I, =207hrs (E-33)

T=Ty
It was the goal of this experiment, to qualitativeérify the influence of the

non-participating gas on the layering mechanism. Et2 shows a side by side
comparison of two pictures taken 90 hrs apart.
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Table E-2: Parameters used in computing the inflaef air as a non-participating gas
on the layering time in an ice layering experiment.

H,O-layering Uniits
at 272 K
T, 270.3 K
AH, 2.5 x10 Jin?
M 0.018 Kg/mol
P 50928 Mols/m
q" 0.20 W/cc
Kice » 2.25 W/(m-K)
Po20(2725K) 578.8 Pa
dp“'—“”} 44.17 Pa/K
dT T=2725K
P, 10100 Pa
L 2.00x10° m
d 4.00x10" m
Reas 8.314 J/mol-K
D 1.99x10* m?/s

(d+0) at time =0

(d+d) at time = 90 hrs

Figure E-2: Ice layering progress over the coofs#0 hours. The measurement
of the layer thickness on the thick layer on thtdoo can be used as an indication of
the length of the (1/e)-layering period.
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The results from these pictures can be used to gtantbe layering time
observed in the experiment by applying Eq. (E-34).

__90hrs

=295hrs (E-34)
In—%
50
This is in reasonable accordance with the calcdlegsult (8.5 days of 204
hours), considering that the pressure of the néinag the shell was an estimate based
on permeation rate calculations. In addition, gdydarge error in the volumetric heat is
expected in this experiment, as the optical progedf the PAMS shell show a slight
absorption in the wavelength applied, and the &ffecess of the reflectors is unknown.
Further, the gas flow rate used to cool the stmlldtnot be determined, and with that,
the variation in heat transfer coefficient along surface from the leading edge of the
particle could only be estimated (although theu@fice of the heat flux non-uniformity
is not expected to have a big influence on themutethat early in the layering phase).
The influence of the increasing nitrogen pressuréhe layering time is shown
in fig. E-3. For air at room pressure, the layetinge would be increased to ~2000
hours (~80 days). However, once the nitrogen pressas reduced to about 0.1 atm
(80 torr), the increase in total layering time doi¢he nonparticipating gas is reduced to
a few days.

Influence of nitrogen as a non-participating gas in water layer
redistribution at 2725 K
10000
81 R B e B e S B S S B b E e e e
- —a—tau 3
é 100 i —Q—H_S."IQ
e —a—Yapor Pressure Water
L]
@ 10 rmmmm s nmmT T T EETICEERRTIEEEE
t e . &
e o * * *
© 1 Ao L R L E L PP PP PP
E
O Feememmmemmeeanes i
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Figure E-3: Influence of an increase in partialsgtee of the nitrogen on the ice
layering time.



APPENDIX F — MPLX Hardware

In this section, the MPLX hardware is presentet@lwith a short explanation
of the operation of the system.

Two vacuum chambers are mounted on a table antbareected by a steel
bellows as shown in fig. F-1. Each chamber contamsner copper shield, which can
be cooled with liquid nitrogen. Inside the vacuumambers runs a closed loop of 2.54
cm outer diameter (1 inch) plumbing containing ggwoic helium.

The chamber on the right hand side in fig. F-1 amsta cryogenic blower and
two cryo-coolers. This part of the system is refdro as the helium-plant. The two
cryo-coolers are used to cool two sets of coilgupeo tubing, acting as heat exchangers
cooling the helium stream. In fig. F-2, the vacudome and the cold shield of the
helium plant have been removed, showing the tw@eopeat exchangers, the blower
and part of the plumbing. This chamber also costaitrim heater, which allows
temperature control of the gas stream with a Plitrodler.

The chamber on the left hand side in fig. F-1 costéhe fluidized bed, the
permeation fill station, the IR heating device éimel optical characterization system.
The system is cooled by forcing cooled helium tigtothe closed-loop plumbing
system that connects to all the parts which nedxttoooled.

Figure F-1:

MPLX experimental setup. The system
consists of two vacuum domes, one
mounted on top of the table, one mountéed
below. Liquid nitrogen hoses connect to
the copper shields located on the inside|of
the vacuum domes.

Figure F-2:

Inside of the bottom chamber after
removing the vacuum dome. This reveals
the cryogenic blower, the two copper heat
exchangers and the plumbing connecting
the components.

216
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In fig. F-3, the vacuum dome and cold shield effilnidized bed side of the
system have been removed, showing the verticallynteal glass tube containing the
gas-filled hollow spheres. A distributor plateasdted at the bottom inlet of the bed,
providing a shelf for the shells and causing aamifflow field of the helium through
the bed. A single shell can be isolated from tis¢ oéthe fluidized bed by a vacuum
needle. Two orthogonally mounted cameras, equipptdmicroscopic lenses are able
to record images of the (partially) layered spHerecharacterization of the layer
uniformity.

The fluidized bed has been operated with emptijssaetemperatures as low as
10 K, the functionality of the vacuum pickup mecisam the temperature control and
the control of the fluidizing gas flow speed hasi&ested and verified.

Figure F-3:

Fluidized bed consisting of a vertically
mounted glass tube. The shells will be
placed on the frit mounted on the bottom
of the glass tube. Though view ports in the
vacuum dome, the fluidization can be
monitored. Using a vacuum needle in the
gas stream, a single particle can be helg
stationary for visual inspection of the layer
formation.

Following successful initial cryogenic tests, dddiial hardware was installed to
the system in order to add the capability to gskie shells. The filling process is done
by slowly permeating the deuterium gas into thdishiénowing the buckle strength of
the shells and the permeation rate of the gas gihrthe shell wall, the system pressure
needs to be increased accordingly from vacuumeditial fill pressure (1100 atm). By
increasing the pressure in the permeation celldhgsi every hour it was determined
that the pressure difference between the cell la@dnside of the shell would be below
the buckle strength of 13.6 atm (200 psi).

The section of the permeation cell containing thells needs to be installed in
such a way that the helium loop can be used totbaplsection to below triple point
temperature of deuterium (18.7 K). Fig. F-4 shovieyaass loop that was installed to
bypass the fluidized bed, providing cooling powethte permeation cell. The
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permeation cell consists of a length of high sttierigbing with a small grid mounted to
the bottom to keep the shells in place.

The controlled step-wise pressurization of theesysis performed by a syringe
pump, shown in figure F-5. Since multiple strokéthe syringe pump are needed to
increase the system pressure from the supply hottkesure (136 atm, 2000 psi) to the
final fill pressure (1100 atm), while the systenegsure is not allowed to change by
more than 75 psi, two high resolution and high ety pressure sensors are used to
equalize the pressure in the pump and in the systfare each stroke.

Once filled and cooled, the shells need to be teares] to the fluidized bed for
layering. This done by a pneumatic transfer systeawn in fig. F-4. The cold helium
stream initially used to cool the system to cryagéemperatures can be diverted to
flow through a ball valve mounted outside the chambpward through the permeation
cell, through a second ball valve outside the clerrtack into the cryostat and
connecting to the to top of the fluidized bed. Tilelium stream flow velocity through
the high pressure plumbing is fast enough to mbgeshells, and fast enough to pass
the shells the room temperature sections of thealpilng without heating them past the
critical point.

Figure F-4:
High pressure filling system added to thg
fluidized bed loop. The shells will be
placed and filled at room temperature and
pressures up to 1100 atm. After cooling [to
temperatures lower than the triple point,
the shells will be transferred to the glass
bed by the cold helium gas stream.
Once in the bed, the shells are layered
under IR irradiation.

U
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Pressure
Sensors

Figure F-5: Syringe pump used to slowly incre&sepressure during the filling
process, and to control the pressure in the peromeegll during the cool down. Two
high resolution pressure sensors are used to ¢dhé@ressure increase after the
volume of the pump needed to be refilled (at thgirb@ng of each stroke).

After transferring the shells into the bed, theume flow is directed upward
through the glass tube, fluidizing the particleshea bed. While fluidized, the particles
are irradiated with filtered IR light, the waveleénh@f which is adjusted to the
absorption spectrum of deuterium to provide volurodteating. The heating system,
depicted in fig. F-6, consists of three IR filanmgerdperating at ~1000 K, a copper wave
guide to direct the light beam into the bed, amdwadpass filter which narrows the light
spectrum to wavelengths ~3uin. Copper wires, connected to the liquid nitrogeiels
are installed to protect the IR-emitters and thierffrom overheating in vacuum.

PRy
i 0T

3 IR filaments
provide IR power

Figure F-6: IR heating system consisting of thiRrdilaments.



APPENDIX G - Influence of the tangential drag force  induced by the
gas in the fluidized bed

In the fluidized bed model described in sectiqgh@sbe), the motion of the
particles in the bed is computed by adding allésracting on the particle and then
solving Newton’s second law of linear motion and torresponding equation for the
angular acceleration.

In this analysis, the drag force induced by theand flowing (fluidizing) gas
was applied on the center of the spherical partictée direction of the gas flow. Its
magnitude was computed applying an establishedrarabielatiorf> “*as a function of
the void fraction in the volume surrounding thetigée and the specified inlet gas
velocity. The tangential forces acting on the stefaf a spinning particle were not
taken into account based on the justification dbsdrbelow.

In order to simplify the equations for a spinnsphere, a cylinder of geometry
similar to the particles in question was consideaedl the influence of a tangential drag
force due to the viscous gas surrounding the olyastanalyzed.

The azimuthal component of Navier Stokes equasi@iven by:

N, (1.0
=v 2|22 (rw G-1
ot Vdr(r dr(r g)j (G-1)

The boundary conditions for the analysis are gagiollows, wherax is the
spin rate of the particle arRithe radius of the patrticle:

U,(r =R)=27mw, andU,(r =) =0 (G-2)

Assuming steady state (since we are looking abashot), one can re-write Eq.
(G-1):

_d(1.9 _
0—5r(r95—r(rﬂvg)J (G-3)

Integrating twice and applying the boundary candg leads to

()=277R2a)

U,lr - (G-4)

The shear force in the fluid is then given pyépresenting the viscosity of the
surrounding fluid):
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_ 0 0 (Ye)|_ | O-2Rw)|__4um ]
TZG_/{rér(rﬂ 'u{rdr( r? H r? (G-5)

This leads to the following shear force on thdae of the cylinder (at r=R)
T,, = —4muw (G-6)

This shear force acts on the entire surface op#ntcle. In order to compute the
surface of the object, it is assumed that the dglirhas the same height as its diameter

(leading to a surface area 4frTR” disregarding the top and the bottom plate). This
leads to a torque of:

T, =-16muwR® (G-7)

The equation of angular acceleration is (wHasesthe mass moment of inertia):

_ 3
.ZII: 16muR w (G-8)

w
I
This first order ODE leads to

a)(t) =w, ex;{—lGﬂl—ﬂRatJ (G-9)

This means, that the target experiences an expiahdacline in angular
velocity with a time constant of

Q= |—3 (G-10).

16mruR

By inserting the values from table 2.5, one canmai@ a time constant for gas
induced particle spin deceleration of 7.5 seconds.

This is fairly long compared to the average tiraengen collisions of the order
of 1/10 seconds (computed by the FB model). Thiama¢hat the spin of the particle is
not affected significantly by the gas in the tinevieeen collisions, which justifies the
modeling assumptions of excluding the tangentiadd® acting on the surface of a

spinning patrticle.
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